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Interrupt Remapping Table Address Register (IRTA_REG_0_0_0_VTDBAR) —
OffSBE BB ... it e 343
Page Request Queue Head Register (PQH_REG_0_0_0_VTDBAR) — Offset COh..
343

Page Request Queue Tail Register (PQT_REG_0_0_0_VTDBAR) — Offset C8h 344
Page Request Queue Address Register (PQA_REG_0_0_0_VTDBAR) — Offset DOh
344

Page Request Status Register (PRS_REG_0_0_0_VTDBAR) — Offset DCh..... 345
Page Request Event Control Register (PECTL_REG_0_0_0_VTDBAR) — Offset EOh
346

Page Request Event Data Register (PEDATA_REG_0_0_0_VTDBAR) — Offset E4h
346

Page Request Event Address Register (PEADDR_REG_0_0_0_VTDBAR) — Offset

=8 o 347
Page Request Event Upper Address Register (PEUADDR_REG_0_0_0_VTDBAR) —
L 752X ol = 347
MTRR Capability Register (MTRRCAP_0_0_0_VTDBAR) — Offset 100h ......... 348

MTRR Default Type Register (MTRRDEFAULT_0_0_0_VTDBAR) — Offset 108h ....
349

Fixed-Range MTRR Format 64K-00000

(MTRR_FIX64K_00000_REG_0_0_0_VTDBAR) — Offset 120h.........ccceuennnen. 349
Fixed-Range MTRR Format 16K-80000
(MTRR_FIX16K_80000_REG_0_0_0_VTDBAR) — Offset 128h...........ccvuneee. 350
Fixed-Range MTRR Format 16K-A0000
(MTRR_FIX16K_AO000_REG_0_0_0_VTDBAR) — Offset 130h...................e. 350
Fixed-Range MTRR Format 4K-C0000
(MTRR_FIX4K_CO000_REG_0_0_0_VTDBAR) — Offset 138h .........ocevvnrnnnn. 350
Fixed-Range MTRR Format 4K-C8000
(MTRR_FIX4K_C8000_REG_0_0_0_VTDBAR) — Offset 140h ..........ccvvnnnnnt. 351
Fixed-Range MTRR Format 4K-D000O0
(MTRR_FIX4K_DO0O000_REG_0_0_0_VTDBAR) — Offset 148h ........cocvvvnnnnnn. 351
Fixed-Range MTRR Format 4K-D8000
(MTRR_FIX4K_D8000_REG_0_0_0_VTDBAR) — Offset 150h .......ccecvnvrnnnne. 351
Fixed-Range MTRR Format 4K-E0000
(MTRR_FIX4K_EO0000_REG_0_0_0_VTDBAR) — Offset 158h.........cccvuvuinenens 351
Fixed-Range MTRR Format 4K-E8000
(MTRR_FIX4K_E8000_REG_0_0_0_VTDBAR) — Offset 160h.........c.ccceuennnen. 351
Fixed-Range MTRR Format 4K-FO000
(MTRR_FIX4K_FO000_REG_0_0_0_VTDBAR) — Offset 168h.........c.cocvuinnen. 352
Fixed-Range MTRR Format 4K-F8000
(MTRR_FIX4K_F8000_REG_0_0_0_VTDBAR) — Offset 170h........ccecvuvnennnen. 352
Variable-Range MTRR Format Physical Base 0
(MTRR_PHYSBASEO_REG_0_0_0_VTDBAR) — Offset 180h..........ccovvviinnnne. 352
Variable-Range MTRR Format Physical Mask 0
(MTRR_PHYSMASKO_REG_0_0_0_VTDBAR) — Offset 188h ..........ccceivnnnnnen. 352
Variable-Range MTRR Format Physical Base 1
(MTRR_PHYSBASE1_REG_0_0_0_VTDBAR) — Offset 190h...........covvveininnnen 353
Variable-Range MTRR Format Physical Mask 1
(MTRR_PHYSMASK1_REG_0_0_0_VTDBAR) — Offset 198h ........c.cccvvvnnnnnen. 353
Variable-Range MTRR Format Physical Base 2
(MTRR_PHYSBASE2_REG_0_0_0_VTDBAR) — Offset 1A0h.......cocvvvviiiinnnnne, 354
Variable-Range MTRR Format Physical Mask 2
(MTRR_PHYSMASK2_REG_0_0_0_VTDBAR) — Offset 1A8h ......ccccevvinnnnnen. 354
Variable-Range MTRR Format Physical Base 3
(MTRR_PHYSBASE3_REG_0_0_0_VTDBAR) — Offset 1BOh.........coevveverninnne. 355
Variable-Range MTRR Format Physical Mask 3
(MTRR_PHYSMASK3_REG_0_0_0_VTDBAR) — Offset 1B8h .......c..ccvvuvnnnnnen. 355
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3.9.58 Variable-Range MTRR Format Physical Base 4
(MTRR_PHYSBASE4_REG_0_0_0_VTDBAR) — Offset 1COh........cccevvvivininnns 356
3.9.59 Variable-Range MTRR Format Physical Mask 4
(MTRR_PHYSMASK4_REG_0_0_0_VTDBAR) — Offset 1C8h........cccvcvvnvnnnnnn. 356
3.9.60 Variable-Range MTRR Format Physical Base 5
(MTRR_PHYSBASE5_REG_0_0_0_VTDBAR) — Offset 1DOh.......ccovvvvinininnnns 357
3.9.61 Variable-Range MTRR Format Physical Mask 5
(MTRR_PHYSMASK5_REG_0_0_0_VTDBAR) — Offset 1D8h ......cccevvvuvnvnenenn. 357
3.9.62 Variable-Range MTRR Format Physical Base 6
(MTRR_PHYSBASE6_REG_0_0_0_VTDBAR) — Offset 1EOQh .......ccvvvvvvvnininnnns 358
3.9.63 Variable-Range MTRR Format Physical Mask 6
(MTRR_PHYSMASK6_REG_0_0_0_VTDBAR) — Offset 1E8h........cecvvuvnvnennnn. 358
3.9.64 Variable-Range MTRR Format Physical Base 7
(MTRR_PHYSBASE7_REG_0_0_0_VTDBAR) — Offset 1FOh .......ccovvvvviiinennnns 359
3.9.65 Variable-Range MTRR Format Physical Mask 7
(MTRR_PHYSMASK7_REG_0_0_0_VTDBAR) — Offset 1F8h........cccvcvuvuvnnnnnn. 359
3.9.66 Variable-Range MTRR Format Physical Base 8
(MTRR_PHYSBASE8_REG_0_0_0_VTDBAR) — Offset 200h .......ccovvvvvivinnnnnns 360
3.9.67 Variable-Range MTRR Format Physical Mask 8
(MTRR_PHYSMASKS8_REG_0_0_0_VTDBAR) — Offset 208h........cecvivuvvnnnnnn. 360
3.9.68 Variable-Range MTRR Format Physical Base 9
(MTRR_PHYSBASES_REG_0_0_0_VTDBAR) — Offset 210h .......ccvvvvvvininiinnns 361
3.9.69 Variable-Range MTRR Format Physical Mask 9
(MTRR_PHYSMASK9_REG_0_0_0_VTDBAR) — Offset 218h........ceevvuininnnnnn. 361
3.9.70 Fault Recording Register Low [0] (FRCDL_REG_0_0_0_VTDBAR) — Offset 400h.
362
3.9.71 Fault Recording Register High [0] (FRCDH_REG_0_0_0_VTDBAR) — Offset 408h
363
3.9.72 Invalidate Address Register (IVA_REG_0_0_0_VTDBAR) — Offset 500h ....... 364
3.9.73 IOTLB Invalidate Register (IOTLB_REG_0_0_0_VTDBAR) — Offset 508h ...... 365
GTTMMADR (MCHBAR) REGISEEIS. . uuiutitiitititeiitiaeieseaa s eeaeanraeeeanenes 367
3.10.1 SumMmMaAry Of REGISTEIS vt e e e e 368
3.10.2 P-State Limits (P_STATE_LIMITS_0_2_0_GTTMMADR) — Offset 138148h..... 368
3.10.3 Primary Plane Turbo Power Policy (PRIP_TURBO_PLCY_0_2_0_GTTMMADR) —
OffSEE 138158 1ttt ittt e 369
3.10.4 Secondare Plane Turbo Power Policy (SECP_TURBO_PLCY_0_2_0_GTTMMADR) —
(@ 5= T S B =Y G o PP 370
3.10.5 Cycle Sum of Active Graphics (PKG_GT_CO_ANY_0_2_0_GTTMMADR) — Offset

138 180N . et 370

.10.6 Cycle Sum of Overlapping Active GT and Core

(PKG_GT_AND_IA_OVERLAP_0_2_0_GTTMMADR) — Offset 138188h........... 371

.10.7 Cycle Sum of Any Active GT Slice (PKG_GT_CO_ANY_SLICE_0_2_0_GTTMMADR)

— Offset 138190N....iiiiiiiiiiii i 371

.10.8 Cycle Sum of All Active GT Slice (PKG_GT_CO0_SLICES_SUM_0_2_0_GTTMMADR)

— Offset 138198h ... 371

.10.9 Cycle Sum of Any Graphics (PKG_GT_CO_ANY_MEDIA_0_2_0_GTTMMADR) —

OffSet 138LA0N vttt 372

.10.10GT Performance Status (GT_PERF_STATUS_0_2_0_GTTMMADR) — Offset

1381IBAN 1iuiiiiiiiii 372

.10.11Thermal Status GT (THERM_STATUS_GT_0_2_0_GTTMMADR) — Offset 1381B8h

373

.10.12GT Thermal Interrupt (THERM_INTERRUPT_GT_0_2_0_GTTMMADR) — Offset

1381IBCH tiuiiiiiii i 375

.10.13PCU Reference Clock (PCU_REFERENCE_CLOCK_0_2_0_GTTMMADR) — Offset

1 00 376

.10.14Graphics Any Ratio (PKG_GT_CO_ANY_RATIO_0_2_0_GTTMMADR) — Offset

145868h...uiiiiiii 376
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3.10.15Cycle Sum of Any Active GT Slice Ratio
(PKG_GT_CO_ANY_SLICE_RATIO_0_2_0_GTTMMADR) — Offset 145870h.... 377
3.10.16Cycle Sum of Graphics EUs (PKG_GT_CO_EUS_SUM_0_2_0_GTTMMADR) —

L1 ol 12151 T o 377
3.10.17Cycle Sum of Any Active Media (PKG_GT_CO_MEDIA_SUM_0_2_0_GTTMMADR)
— Offset 1450F 8N .t e 378
4 Processor Graphics (D 2:F0) ......ciiiiiiiiiiii i e e e a e e e 379
4.1  Processor Graphics Registers (D2:F0) ..uiiiuiiiiiiiiii i i e e eree e e aaeaaes 379
4.1.1  Summary of RegiSters. ... 379
4.1.2 Vendor ID (VID2_0_2_0_PCI) — Offset Oh.....ccoviiiiiiiiiiciccc e 381
4.1.3 Device ID (DID2_0_2_0_PCI) — Offset 2h..iiiiiiiiiiiiiiii e 381
4.1.4 PCI Command (PCICMD_0_2_0_PCI) — Offset 4h......ccooiiiiiiiiiiiiiiiiiiiens 382
4.1.5 PCI Status (PCISTS2_0_2_0_PCI) — Offset 6h ..cccvviiiiiiiiiiiiiiiciiiii i 383
4.1.6 Revision Identification and Class Code register (RID2_CC_0_2_0_PCI) — Offset
£ 0 384
4.1.7 Cache Line Size (CLS_0_2_0_PCI) — Offset Ch ...ccovviiiiiiiiiii i 385
4.1.8 Master Latency Timer (MLT2_0_2_0_PCI) — Offset Dh...ccovvviiiiiiiiiiiiinnnns 385
4.1.9 Header Type (HDR2_0_2_0_PCI) — Offset Eh ..ccviiniiiiiiiiiiii e 385
4.1.10 Built In Self Test (BIST_0_2_0_PCI) — Offset Fh...ocoviiiiiiiiiiciicci e 386
4.1.11 Graphics Translation Table Memory Mapped Range Address
(GTTMMADRO_0_2_0_PCI) — Offset 10N ..c.ciuiiiiiiiiiiiiiieen e 386
4.1.12 Graphics Translation Table Memory Mapped Range Address
(GTTMMADR1_0_2_0_PCI) — Offset 14h .cc.ciiiiiiiiiiiiiii i 387
4.1.13 Graphics Memory Range Address (GMADRO_0_2_0_PCI) — Offset 18h......... 388
4.1.14 Graphics Memory Range Address (GMADR1_0_2_0_PCI) — Offset 1Ch........ 389
4.1.15 I/0 Base Address (IOBAR_0_2_0_PCI) — Offset 20h.....ccvvvvvviiiiiiiiniinnnennn. 389
4.1.16 Subsystem Vendor Identification (SVID2_0_2_0_PCI) — Offset 2Ch............ 390
4.1.17 Subsystem Identification (SID2_0_2_0_PCI) — Offset 2Eh........cccccvvieiinnnnns 391
4.1.18 Video BIOS ROM Base Address (ROMADR_0_2_0_PCI) — Offset 30h........... 391
4.1.19 Capabilities Pointer (CAPPOINT_0_2_0_PCI) — Offset 34h ........ccvvvvvievinnnnns 391
4.1.20 Interrupt Line (INTRLINE_O_2_0_PCI) — Offset 3Ch ....ccoovvviiiiiiiiiiiiiiieenns 392
4.1.21 Interrupt Pin (INTRPIN_O_2_0_PCI) — Offset 3Dh .....ccvviiiiiiiiiiiiiii s 392
4.1.22 Minimum Grant (MINGNT_0_2_0_PCI) — Offset 3Eh ......cccceiiiiiiiiiiiiiennns 393
4.1.23 Maximum Latency (MAXLAT_0_2_0_PCI) — Offset 3Fh....ccccvvvviiiiiiiiiiinnnnns 393
4.1.24 Capability Identifier (CAPIDO_0_2_0_PCI) — Offset 40h .......ccovvviviiiininnnnen. 394
4.1.25 Capabilities Control (CAPCTRLO_0_2_0_PCI) — Offset 42h..........ccccvvvvnennnn. 394
4.1.26 Capabilities A (CAPIDO_A_0_2_0_PCI) — Offset 44h .......cvvviiiiiiiiiiiiiiennnns 394
4.1.27 Capabilities B (CAPID0O_B_0_2_0_PCI) — Offset 48h .....cccocoiiiiiiiiiiiiiiinnnnns 395
4.1.28 PCI Mirror of GMCH Graphics Control (MGGC0_0_2_0_PCI) — Offset 50h..... 396
4.1.29 Mirror of Device Enable (DEVENO_0_2_0_PCI) — Offset 54h .......cccvvvvvinnnnns 397
4.1.30 Device 2 Control (DEV2CTL_0_2_0_PCI) — Offset 58h .......cccovvviiiiiiiiiennnn. 398
4.1.31 Multi Size Aperture Control (MSAC_0_2_0_PCI) — Offset 60h..............ceuvnes 398
4.1.32 Push Aperture (PUSHAP_0_2_0_PCI) — Offset 68h .....cccevviiiiiiiiiiiiiiiiiieenns 399
4.1.33 VTd Status (VTD_STATUS_0_2_0_PCI) — Offset 6Ch ....ccvviviiiiiiiiiiiiiiiennnns 400
4.1.34 PCI Express Capability Header (PCIECAPHDR_0_2_0_PCI) — Offset 70h...... 400
4.1.35 PCI Express Capability (PCIECAP_0_2_0_PCI) — Offset 72h.......cccveviiininnns 400
4.1.36 Device Capabilities (DEVICECAP_0_2_0_PCI) — Offset 74h........ccccvvvvvinnnnns 401
4.1.37 PCI Express Device Control (DEVICECTL_0_2_0_PCI) — Offset 78h............. 402
4.1.38 PCI Express Capability Structure (DEVICESTS_0_2_0_PCI) — Offset 7Ah..... 403
4.1.39 Message Signaled Interrupts Capability ID (MSI_CAPID_0_2_0_PCI) — Offset
o 404
4.1.40 Message Control (MC_0_2_0_PCI) — Offset AEN.....cccviiiiiiiiiiiiiiiiiiaaaas 405
4.1.41 Message Address (MA_0_2_0_PCI) — Offset BOh.......c.ccvvviviiiiiiiiiiiinn, 405
4.1.42 Message Data (MD_0_2_0_PCI) — Offset B4h .....cooiiiiiiiiiiiiiiiiii e 406
4.1.43 MSI Mask Bits (MSI_MASK_0_2_0_PCI) — Offset B8h ........cccoovviiiiiiiinennnn. 406
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4.1.44 MSI Pending Bits (MSI_PEND_0_2_0_PCI) — Offset BCh.........ccoovviiiiiennnnn. 407
4.1.45 Mirror of Base Data of Stolen Memory (BDSMO_0_2_0_PCI) — Offset COh....407
4.1.46 Mirror of Base Data of Stolen Memory (BDSM1_0_2_0_PCI) — Offset C4h....408
4.1.47 Graphics VTD Base Address LSB (GFXVTDBAR_LSB_0_2_0_PCI) — Offset C8h...
408
4.1.48 Graphics VTD Base Address MSB (GFXVTDBAR_MSB_0_2_0_PCI) — Offset CCh.
409
4.1.49 Power Management Capabilities ID (PMCAPID_0_2_0_PCI) — Offset DOh..... 410
4.1.50 Power Management Capabilities (PMCAP_0_2_0_PCI) — Offset D2h ............ 410
4.1.51 Power Management Control and Status (PMCS_0_2_0_PCI) — Offset D4h....411
4.1.52 Software SMI (SWSMI_0_2_0_PCI) — Offset EOh.........cccvvviiiiiiiiiiii, 412
4.1.53 Graphics System Event (GSE_0_2_0_PCI) — Offset E4h ........c.cocviviiinnnenn. 412
4.1.54 Software SCI (SWSCI_0_2_0_PCI) — Offset E8h .....ccovviiiiiiiiiiiiiiiii e 413
4.1.55 Device 2 Mirror of Protected Audio Video Path Control (PAVPCO_0_2_0_PCI) —
(] 17 =] ol 0 o 414
4.1.56 Device 2 Mirror of Protected Audio Video Path Control (PAVPC1_0_2_0_PCI) —
OffSet FARN i e e 414
4.1.57 Stepping Revision ID (SRID_0_2_0_PCI) — Offset F8h ......cccovviiiiiiiinnnnnn. 415
4.1.58 ASL Storage (ASLS_0_2_0_PCI) — Offset FCh...cvvviiiiiiiiii i 415
4.1.59 PASID Extended Capability Header (PASID_EXTCAP_0_2_0_PCI) — Offset 100h
416
4.1.60 PASID Capability (PASID_CAP_0_2_0_PCI) — Offset 104h .......ccvvvviiinnnnnn. 416
4.1.61 PASID Control (PASID_CTRL_0_2_0_PCI) — Offset 106h ..........cocvviviinnnnnn. 417
4.1.62 ATS Extended Capability Header (ATS_EXTCAP_0_2_0_PCI) — Offset 200h..418
4.1.63 ATS Capability (ATS_CAP_0_2_0_PCI) — Offset 204h........ccivviiiiiiiiiiiennnn, 418
4.1.64 ATS Control (ATS_CTRL_0_2_0_PCI) — Offset 206h......cccoviviiiiiiiiiiinninnns 419
4.1.65 Page Request Extended Capability Header (PR_EXTCAP_0_2_0_PCI) — Offset
71010 o T PPN 420
4.1.66 Page Request Control (PR_CTRL_0_2_0_PCI) — Offset 304h .....c.cvvivvinrnnenn 420
4.1.67 Page Request Status (PR_STATUS_0_2_0_PCI) — Offset 306h.................... 421
4.1.68 Outstanding Page Request Capacity (OPRC_0_2_0_PCI) — Offset 308h ....... 422
4.1.69 Outstanding Page Request Allocation (OPRA_0_2_0_PCI) — Offset 30Ch...... 422
4.1.70 SRIOV Extended Capability Header (SRIOV_ECAPHDR_0_2_0_PCI) — Offset 320h
423
4.1.71 SRIOV Capabilities (SRIOV_CAP_0_2_ 0_PCI) — Offset 324h...........c.cevvvnnnns 423
4.1.72 SRIOV Status (SRIOV_STS_0_2_0_PCI) — Offset 32Ah ..c.ccvviiiiiiiiiiiieen, 424
4.1.73 SRIOV Initial VFs (SRIOV_INITVFS_0_2_0_PCI) — Offset 32Ch .................. 424
4.1.74 SRIOV Total VFs (SRIOV_TOTVFS_0_2_ 0_PCI) — Offset 32Eh ........cccevvtnene. 425
4.1.75 First VF Offset (FIRST_VF_OFFSET_0_2_0_PCI) — Offset 334h................... 425
4.1.76 VF Stride (VF_STRIDE_0_2_0_PCI) — Offset 336h ....ccccoviiiiiiiiiiiiii e 426
4.1.77 VF Device ID (VF_DEVICEID_0_2_0_PCI) — Offset 33Ah ........coocvviiviieinnnn, 426
4.1.78 Supported Page Sizes (SUPPORTED_PAGE_SIZES_0_2_0_PCI) — Offset 33Ch...
427
4.1.79 System Page Sizes (SYSTEM_PAGE_SIZES 0_2_0_PCI) — Offset 340h........ 427
4.1.80 VF BARO Lower DWORD (VF_BARO_LDW_0_2_0_PCI) — Offset 344h........... 428
4.1.81 VF BARO Upper DWORD (VF_BARO_UDW_0_2_0_PCI) — Offset 348h........... 429
4.1.82 VF BAR1 LDW (VF_BAR1_LDW_0_2_0_PCI) — Offset 34Ch ........ccocvvvviennnn. 429
4.1.83 VF BAR1 UDW (VF_BAR1_UDW_0_2_0_PCI) — Offset 350h...........cccvvveennen. 430
4.1.84 VF Migration State Array Offset (VF_MIGST_OFFSET_0_2_0_PCI) — Offset 35Ch
430
5 PCI Express* Controller Registers (D1:F0)...........cccooiiiiiiiiiiiii e 432
5.1  SumMmMary Of REGISTEIS .o.uuuiiiiii i a e 432
5.2 Device Identifiers (ID) — OffSet Oh .iviiiiiiiiiii i e e e 437
5.3 Device Command (CMD) — Offset 4h ....coiviiiiiii e 437
5.4  Primary Status (PSTS) — OffSet 6N ...coviiiii e 438
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5.22
5.23
5.24
5.25
5.26
5.27
5.28
5.29
5.30
5.31
5.32
5.33
5.34
5.35
5.36
5.37
5.38
5.39
5.40
5.41
5.42
5.43
5.44
5.45
5.46
5.47
5.48
5.49
5.50
5.51
5.52
5.53
5.54
5.55
5.56
5.57
5.58
5.59

Revision ID (RID_CC) — Offset 8h ...coiiiiiiii e 439
Cache Line Size (CLS) — Offset Ch ....cuiiiiiiii e e e 440
Primary Latency Timer (PLT) — OffSet Dh ...uuviriiiii e 440
Header Type (HTYPE) — Offset ER coouviiniii e 441
Base Address Register 0 (BARO) — Offset 10h.....cciiiiiiiiiiiiiii e 441
Base Address Register 1 (BAR1) — Offset 14h.....ccccvviiiiiiiiii e 442
Bus Numbers (BNUM_SLT) — Offset 18h ...cuiviriiiie i e e e 442
I/O Base And Limit (IOBL) — Offset 1Ch...cueieiieie e e e 443
Secondary Status (SSTS) — Offset 1Eh ..o e 443
Memory Base And Limit (MBL) — Offset 20h ...ociiiiiiiiiii i e 444
Prefetchable Memory Base And Limit (PMBL) — Offset 24h.........cccvviiiiiiiiiiiiinnnnn, 445
Prefetchable Memory Base Upper 32 Bits (PMBU32) — Offset 28h.......cocevvvvvvnennnnnn. 446
Prefetchable Memory Limit Upper 32 Bits (PMLU32) — Offset 2Ch.......cccovviieiennnene. 446
Capabilities List Pointer (CAPP) — Offset 34h ....ccoviiiiiii e 446
Interrupt Information Byte 0 (INTRB0O) — Offset 3Ch ...ccoiiiiiiiiiiiiiini e 447
Interrupt Information Byte 1 (INTRB1) — Offset 3Dh ..iccviiiiiiiiiiciin e 448
Bridge Control (BCTRL) — Offset BEN cuiuuiiiiiiiii s e 448
Capabilities List (CLIST) — Offset 40N ....cviviiii i e 449
PCI Express Capabilities (XCAP) — Offset 42h ......ocoiiiiiiiiii e 450
Device Capabilities (DCAP) — OffSet 44h ....cuviriiiiii e e 451
Device Control (DCTL) — Offset 48h ..uiiiiiiiiiiiii i e 452
Device Status (DSTS) — Offset 4AN ..ttt e 453
Link Capabilities (LCAP) — Offset 4Ch ...viiiiriii e 454
Link Control (LCTL) — Offset 50N ..coviiriiii i e 456
Link Status (LSTS) — Offset 52h ...eniii e e e 458
Slot Capabilities (SLCAP) — Offset 54h ....uiiiiiiiiiiiiii e 459
Slot Control (SLCTL) — Offset 58N cuiiiiii i e e 461
Slot Status (SLSTS) — Offset SAN. ..t 462
Root Control (RCTL) — Offset 5Ch ...uiiiiiiie e 464
Root Capabilities (ROOTCAP) — Offset 5Eh ...oviviiiii e 465
Root Status (RSTS) — OffSet 60N ....veieii e 465
Device Capabilities 2 (DCAP2) — Offset 64h.....cciiiiiiiiiiiiiiiciii e 466
Device Control 2 (DCTL2) — Offset B8N ....iiiiiiiiii i e e 468
Device Status 2 (DSTS2) — Offset BAN.....iviiii i 470
Link Capabilities 2 (LCAP2) — Offset BCh....cviviiiiiiii s 470
Link Control 2 (LCTL2) — OffSet 70h ..uieii e e e 472
Link Status 2 (LSTS2) — Offset 72h ..o e e 474
Slot Capabilities 2 (SLCAP2) — Offset 74h oo e 475
Slot Control 2 (SLCTL2) — Offset 78h ..viiniiiii i i 475
Slot Status 2 (SLSTS2) — OffS@t 7AN .uuuiiriii e e 475
Message Signaled Interrupt Identifiers (MID) — Offset 80h .....ccovvvviviiiiii i 475
Message Signaled Interrupt Message (MC) — Offset 82h.......c.cooviiiiiiiiiiiiiiiiinnne, 476
Message Signaled Interrupt Message Address (MA) — Offset 84h.........coceevieinininnnn. 477
Message Signaled Interrupt Message Upper Address (MUA) — Offset 88h................ 477
Message Signaled Interrupt Message Data (MD) — Offset 8Ch......c.ccvviiiiiiiiinnnnn. 478
Subsystem Vendor Capability (SVCAP) — Offset 98h .....cvviiiiiiiiiiiiii e 478
Subsystem Vendor IDs (SVID) — OffSet OCh ...uviieiiiii e e 478
Power Management Capability (PMCAP) — Offset AOh ....covviniiii i 479
PCI Power Management Capabilities (PMC) — Offset A2h .....ccovviiiiiiiiiiiicieene 479
PCI Power Management Control (PMCS) — Offset Adh .....ccooiiiiiiiiiiiiiiiii 480
Advanced Error Extended (AECH) — Offset 100h ....cviiiiiiiiiiiiiiii i e e 481
Uncorrectable Error Status (UES) — Offset 104h......cciviiiiiiiiiii e 482
Uncorrectable Error Mask (UEM) — Offset 108h ....cuiiiiiiiniiiiiiii e e 483
Uncorrectable Error Severity (UEV) — Offset 10Ch......cc.oiviiiiiiiii e 485
Correctable Error Status (CES) — Offset 110h .....cociiiiiiiiiii e 486
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5.60 Correctable Error Mask (CEM) — Offset 114h....cc.iieiiiiiiiiiiiiii e 487
5.61 Advanced Error Capabilities And Control (AECC) — Offset 118h.......ccoeviiiiiiininnnnnn. 488
5.62 Header Log (HL_DW1) — Offset 11Ch....ciiiiiiiiii i e e e 488
5.63 Header Log (HL_DW2) — Offset 120N ...iuiuiiriiiiitiiitiieiiinesseenseneeennenaenennenee 489
5.64 Header Log (HL_DW3) — Offset 124h.....iiiiiiiiiiiiiiiiiii e e 489
5.65 Header Log (HL_DW4) — Offset 128 ...cciuiiiiiiiiiiiiiiii e e eaee 490
5.66 Root Error Command (REC) — Offset 12Ch ....o.iuiiiiiiiiii e re e e e e 490
5.67 Root Error Status (RES) — Offset 130 ... .cuieieiiie e e e e 491
5.68 Error Source Identification (ESID) — Offset 134h ...civiiiiiiiiiiiiiiiiiiirn e eaees 492
5.69 TLP Prefix Log 1 (TLPPL1) — Offset 138h ....ccvviiiiiiiiiiiiiiii e 492
5.70 TLP Prefix Log 2 (TLPPL2) — Offset 13Ch ....covviiiiiiiiiiiiiii e 493
5.71 TLP Prefix Log 3 (TLPPL3) — Offset 140N ....coviririiiie i e e e e e 493
5.72 TLP Prefix Log 4 (TLPPL4) — Offset 144h ... 494
5.73 PTM Extended Capability Header (PTMECH) — Offset 150h ........ccoviiiiiiiiiiiiieeee 494
5.74 PTM Capability (PTMCAPR) — Offset 154h ....oviviiiiiiiiiiii e 495
5.75 PTM Control (PTMCTLR) — Offset 158h ....ccoviiiiiiiiiiiii e 496
5.76 L1 Sub-States Extended Capability Header (LISECH) — Offset 200h........cocvvvvvnnns 497
5.77 L1 Sub-States Capabilities (LLSCAP) — Offset 204h .....ccoviviriiiiiiii e 497
5.78 L1 Sub-States Control 1 (L1SCTL1) — Offset 208h ......cooviiieiiiiii e 499
5.79 L1 Sub-States Control 2 (L1SCTL2) — Offset 20Ch .....ceviiieiiiiiiiiiie e e ee e 500
5.80 ACS Extended Capability Header (ACSECH) — Offset 220h ....ciiiiiiiiiiiiiiiiiiciiieas 501
5.81 ACS Capability (ACSCAPR) — Offset 224h ....ciiiiiiiiiiiiii e 502
5.82 ACS Control (ACSCTLR) — OffSet 226 ..uuiiiiiiiiieie it re e e e e 502
5.83 Port VC Capability Register 1 (PVCCR1) — Offset 284h ......cccevviiiiiiiiiiiiienees 503
5.84 Port VC Capability 2 (PVCC2) — Offset 288h.....c.ciiieiiiie e e 504
5.85 Port VC Control (PVCC) — Offset 28Ch....cuiiiiiiiiiiii i 505
5.86 Port VC Status (PVCS) — Offset 28Eh......ccooiiiiiiiiii 506
5.87 Virtual Channel 0 Resource Capability (VOVCRC) — Offset 290h .......cccovvieiiiiiiinnnns 506
5.88 Virtual Channel 0 Resource Control (VOCTL) — Offset 294h ......cccvviiiiiiiiiniiniennen 507
5.89 Virtual Channel 0 Resource Status (VOSTS) — Offset 29Ah ......c.cooviiiiiiiiiiiiiiieeeenn 509
5.90 Virtual Channel 1 Resource Capability (V1VCRC) — Offset 29Ch ........ccovvniiiininnnnnn. 510
5.91 Virtual Channel 1 Resource Control (V1CTL) — Offset 2A0h ...cocvviiiiiiiiiiiiiiiiiies 510
5.92 Virtual Channel 1 Resource Status (V1STS) — Offset 2A6h...ccccvviiiiiiiiiiiiiiiiiiii e, 511
5.93 DPC Extended Capability Header (DPCECH) — Offset AOOh .....ccviviiiiiiiiiiiiie e 511
5.94 DPC Capability (DPCCAPR) — Offset AD4h .. ..virieiieie e e e 512
5.95 DPC Control (DPCCTLR) — Offset ADBh .....couiuieii i e e 513
5.96 DPC Status (DPCSR) — OffSet ADBN ...uuiviiiiieii e e e e e e 514
5.97 DPC Error Source ID (DPCESIDR) — Offset ADAN ...iiiiiii it 515
5.98 RP PIO Status (RPPIOSR) — Offset AOCh .....civiviiiiiiiiiiii e 516
5.99 RP PIO Mask (RPPIOMR) — Offset ALON ...iviiiiiiiiii e 517
5.100 RP PIO Severity (RPPIOVR) — Offset AL4h ...uiuieiiieiiiii e e v 518
5.101 RP PIO SysError (RPPIOSER) — Offset AL8h .....ouiiiieii i e 519
5.102 RP PIO Exception (RPPIOER) — Offset ALICh ..cuviuiiiiiii e 519
5.103 RP PIO Header Log DW1 (RPPIOHLR_DW1) — Offset A20h ......ccviiiiiiiiiiiiiiininnns 520
5.104 RP PIO Header Log DW2 (RPPIOHLR_DW2) — Offset A24h .......cocviviiiiiiiiiiiiinininn, 521
5.105 RP PIO Header Log DW3 (RPPIOHLR_DW3) — Offset A28h ......ccvvivviiiiiiiieieieeeeens 521
5.106 RP PIO Header Log DW4 (RPPIOHLR_DW4) — Offset A2Ch ......ccovviiiiiiiiiieiieeeeens 522
5.107 Secondary PCI Express Extended Capability Header (SPEECH) — Offset A30h .......... 522
5.108 Link Control 3 (LCTL3) — Offset A34h...cuiiiiiiiiiiii e e ea e 523
5.109 Lane Error Status (LES) — Offset A38h ....cviiiiiiiiii i s 524
5.110 Lane 0 And Lane 1 Equalization Control (LO1EC) — Offset A3Ch ......coivviiiiiiiinnnnn. 525
5.111 Lane 2 And Lane 3 Equalization Control (L23EC) — Offset A40h .......cccvvviiiiiininnnnen 527
5.112 Lane 4 And Lane 5 Equalization Control (L45EC) — Offset A44h ........ccooviiiiiininannnn. 528
5.113 Lane 6 And Lane 7 Equalization Control (L67EC) — Offset A48h .........cocviiiinininnnn. 529
5.114 Lane 8 And Lane 9 Equalization Control (L89EC) — Offset A4Ch .........cccceviiiiiiiinnnnn. 530
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5.115 Lane 10 And Lane 11 Equalization Control (L1011EC) — Offset A50h...........cceeuennes 532
5.116 Lane 12 And Lane 13 Equalization Control (L1213EC) — Offset A54h...........cceennneet. 533
5.117 Lane 14 And Lane 15 Equalization Control (L1415EC) — Offset A58h........c.cccevnnneet. 534
5.118 Data Link Feature Extended Capability Header (DLFECH) — Offset A90h.................. 535
5.119 Data Link Feature Capabilities (DLFCAP) — Offset A94h......cccvviiiiiiiiiiiiiiiiicicie e 536
5.120 Data Link Feature Status (DLFSTS) — Offset A98h.......ccovviiiiiii s 537
5.121 Physical Layer 16.0 GT/s Extended Capability Header (PLI6GECH) — Offset A9Ch.... 537
5.122 Physical Layer 16.0 GT/s Capability (PLL6CAP) — Offset AAOh.......cccoviiniiiiiiiienens 538
5.123 Physical Layer 16.0 GT/s Control (PL16CTL) — Offset AA4h......cocviiiiiiiiiiiiiiiiiiinnns 538
5.124 Physical Layer 16.0 GT/s Status (PL16S) — Offset AA8h .....ccvviiiiiiiiiiii i 538
5.125 Physical Layer 16.0 GT/s Local Data Parity Mismatch Status (PL16LDPMS) — Offset AACh
539
5.126 Physical Layer 16.0 GT/s First Retimer Data Parity Mismatch Status (PLI6FRDPMS) —
OffSEE AB DN ...ttt e 539
5.127 Physical Layer 16.0 GT/s Second Retimer Data Parity Mismatch Status (PLL6SRDPMS) —
Off S ABA N ...t e 540
5.128 Physical Layer 16.0 GT/s Extra Status (PL16ES) — Offset AB8h .........cccceiiiiiinenen. 540

5.129 Physical Layer 16.0 GT/s Lane 01 Equalization Control (PL16LO1EC) — Offset ABCh . 541
5.130 Physical Layer 16.0 GT/s Lane 23 Equalization Control (PL16L23EC) — Offset ABEh . 541
5.131 Physical Layer 16.0 GT/s Lane 45 Equalization Control (PL16L45EC) — Offset ACOh . 542
5.132 Physical Layer 16.0 GT/s Lane 67 Equalization Control (PL16L67EC) — Offset AC2h . 543
5.133 Physical Layer 16.0 GT/s Lane 89 Equalization Control (PL16L89EC) — Offset AC4h . 544
5.134 Physical Layer 16.0 GT/s Lane 1011 Equalization Control (PL16L1011EC) — Offset AC6h

545
5.135 Physical Layer 16.0 GT/s Lane 1213 Equalization Control (PL16L1213EC) — Offset AC8h

546
5.136 Physical Layer 16.0 GT/s Lane 1415 Equalization Control (PL16L1415EC) — Offset ACAh

547
5.137 Physical Layer 32.0 GT/s Extended Capability Header (G5ECH) — Offset ADCh ........ 548
5.138 Physical Layer 32.0 GT/s Capability (G5CAP) — Offset AEOh........coovivieiiiiiiiiiienns 549
5.139 Physical Layer 32.0 GT/s Control (G5CTL) — Offset AE4h......cccoviiiiiiiiiiiiiiiiiieee 550
5.140 Physical Layer 32.0 GT/s Status (G5STS) — Offset AE8h .....ccevviiiiiiiiiiiiiiiiiiiieens 551
5.141 Receiver Modified TS Data 1 (RCVDMODTSDATA1) — Offset AECh ......cocvvvviiininnnens 552
5.142 Receiver Modified TS Data 2 (RCVDMODTSDATA2) — Offset AFOh.......covvviiiiinininnns 553
5.143 Transmitted Modified TS Data 1 (TRNSMODTSDATA1) — Offset AF4h .........c.coeevvnens 554
5.144 Transmitted Modified TS Data 2 (TRNSMODTSDATA2) — Offset AF8h ..........cccevntntn. 555
5.145 32.0 GT/s Lane 0123 Equalization Control (G5LANEEQCTL_0) — Offset AFCh .......... 555
5.146 32.0 GT/s Lane 4567 Equalization Control (G5LANEEQCTL_4) — Offset BOOh .......... 559
5.147 32.0 GT/s Lane 891011 Equalization Control (G5LANEEQCTL_8) — Offset BO4h....... 563
5.148 32.0 GT/s Lane 12131415 Equalization Control (G5LANEEQCTL_12) — Offset BO8h.. 567
5.149 Alternate Protocol Extended Capability Header (APEC) — Offset BOCh.................... 571
5.150 Alternate Protocol Capabilities (APCAPR) — Offset B10h.......cc.ovviiiiiiiiiiiiieieieeee 572
5.151 Alternate Protocol Control (APCTRLR) — Offset B14h......cocoiiiiiiiiiiiiii e 573
5.152 Alternate Protocol Data 1 (APD1R) — Offset B18h.....ccovviiiiiiiiiiiiiiiii e 573
5.153 Alternate Protocol Data 2 (APD2R) — Offset BICh ..civviiiiiiiiiiiiic i 574
5.154 Alternate Protocol Selective Enable Mask (APSEMR) — Offset B20h ............c.coovues 575
5.155 Multicast Extended Capability Header (MCECH) — Offset COOh ........cocvvviiiiiiiiininnnns 575
5.156 Multicast Extended Capability (MCAPR) — Offset CO4h .....ccciviriniiiiiiiiii e 576
5.157 Multicast Control (MCCTLR) — Offset COBN ..o.viviiriiiiiiiiiiie i s eaa s 577
5.158 Multicast Base Address Register 1 (MCBADRR1) — Offset CO8h .......ccccovviviiiiiininnnns 577
5.159 Multicast Base Address Register 2 (MCBADRR2) — Offset COCh .......ccevvviviviiiinnnnen. 578
5.160 Multicast Receive (MCRR) — Offset C10R .....oivieiiiiiiiiii e 578
5.161 Multicast Block All (MCBAR) — OffSet CL8hN ..u.uiuiiiieiiie e e eeeeees 578
5.162 Multicast Block Untranslated (MCBUR) — Offset C20h.......cccciviiiiiiiiiiiiiiieiieeeee 579
5.163 Multicast Overlay BAR 1 (MCOB1) — Offset C28h.....cccvviiiiiiiiiiiiiiiiiiiiiiesnie e 579
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.164 Multicast Overlay BAR 2 (MCOB2) — Offset C2Ch .....ociiviiiiiiiiiii e 580

.165 VNN Removal Control (VNNREMCTL) — Offset C70h .......ooviiiiiiiii e e 580

.166 VNN Removal Save And Restore Hardware Contexts 1 (VNNRSNRC1) — Offset C74h 582

.167 Physical Layer 16.0 GT/s Margining Extended Capability Header (PLI6MECH) — Offset
= 5 T o 584

.168 Physical Layer 16.0 GT/s Margining Port Capabilities and Port Status Byte 0 & 1
(PL1EMPCPSBO1) — OFfSEt EEOR .uvvuieeiiiiiieiieeeesettiseeesestestnseesessestseeeessessennseeeeses 584

.169 Physical Layer 16.0 GT/s Margining Port Capabilities and Port Status Byte 2 & 3
(PL16MPCPSB23) — OffSEt EE2N .. iviiiiiiii i e e e e e e eae e e e e e e 585

.170 Physical Layer 16.0 GT/s Lane0 Margin Control and Status (PL16LOMCS) — Offset EE4h.
585

.171 Physical Layer 16.0 GT/s Lanel Margin Control and Status (PL16L1MCS) — Offset EE8h.
586

.172 Physical Layer 16.0 GT/s Lane2 Margin Control and Status (PL16L2MCS) — Offset EECh
586

.173 Physical Layer 16.0 GT/s Lane3 Margin Control and Status (PL16L3MCS) — Offset EFOh.
587

.174 Physical Layer 16.0 GT/s Lane4 Margin Control and Status (PL16L4MCS) — Offset EF4h.
587

.175 Physical Layer 16.0 GT/s Lane5 Margin Control and Status (PL16L5MCS) — Offset EF8h.
587

.176 Physical Layer 16.0 GT/s Lane6 Margin Control and Status (PL16L6MCS) — Offset EFCh.
587

.177 Physical Layer 16.0 GT/s Lane7 Margin Control and Status (PL16L7MCS) — Offset FOOh.
587

.178 Physical Layer 16.0 GT/s Lane8 Margin Control and Status (PL16L8MCS) — Offset FO4h.
587

.179 Physical Layer 16.0 GT/s Lane9 Margin Control and Status (PL16L9MCS) — Offset FO8h.
587

.180 Physical Layer 16.0 GT/s Lane10 Margin Control and Status (PL16L10MCS) — Offset FOCh
588

.181 Physical Layer 16.0 GT/s Lanell Margin Control and Status (PL16L11MCS) — Offset F10h
588

.182 Physical Layer 16.0 GT/s Lanel12 Margin Control and Status (PL16L12MCS) — Offset F14h
588

.183 Physical Layer 16.0 GT/s Lanel3 Margin Control and Status (PL16L13MCS) — Offset F18h
588

.184 Physical Layer 16.0 GT/s Lane14 Margin Control and Status (PL16L14MCS) — Offset F1Ch
588

.185 Physical Layer 16.0 GT/s Lanel5 Margin Control and Status (PL16L15MCS) — Offset F20h
588

CI Express* Controller Registers (D6:F0,2)...........ccccoiiiiiiiiiiiiiii i i 589

.1 Device Identifiers (ID) — OffSet Oh ..ttt e e 593

.2 Device Command (CMD) — Offset 4h ....cociiiiiiiiii i e 593

.3 Primary Status (PSTS) — Offsel 6 .o.uiiiiiiiiiiii s e e 595

.4 Revision ID (RID_CC) — Offsel 8h ...iiiiiiiiii e 596

.5 Cache Line Size (CLS) — Offset Ch...coviiiieiii i e e e eeas 596

.6 Primary Latency Timer (PLT) — OffSet Dh ....cooiuiiii e 597

.7 Header Type (HTYPE) — Offset Eh..ccuiiiiiiiii i i e e 597

.8 Bus Numbers (BNUM_SLT) — Offset 18h....cciiiiiiiiiiiiiii i s e s 597

.9 I/0 Base And Limit (IOBL) — Offset 1Ch ...oviriiii i e in e neeas 598

.10 Secondary Status (SSTS) — Offset 1Eh.....ccuieiiiiiiiiii e 598

.11 Memory Base And Limit (MBL) — Offset 20h........ccooiiiiiiiiii e 599

.12 Prefetchable Memory Base And Limit (PMBL) — Offset 24h ........c.cooviiiiiiiiiiiiiiiinns 600

.13 Prefetchable Memory Base Upper 32 Bits (PMBU32) — Offset 28h ......ccccvvviiiiiniinnnns 601

.14 Prefetchable Memory Limit Upper 32 Bits (PMLU32) — Offset 2Ch ..........ccoviviiniinis 601
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6.15
6.16
6.17
6.18
6.19
6.20
6.21
6.22
6.23
6.24
6.25
6.26
6.27
6.28
6.29
6.30
6.31
6.32
6.33
6.34
6.35
6.36
6.37
6.38
6.39
6.40
6.41
6.42
6.43
6.44
6.45
6.46
6.47
6.48
6.49
6.50
6.51
6.52
6.53
6.54
6.55
6.56
6.57
6.58
6.59
6.60
6.61
6.62
6.63
6.64
6.65
6.66
6.67
6.68
6.69

Capabilities List Pointer (CAPP) — Offset 34h .....ccoiviiiii s 601
Interrupt Information (INTR) — Offset 3Ch ....cciviiiiiii e 602
Bridge Control (BCTRL) — Offset 3EN ....uiiiiii e 603
Capabilities List (CLIST) — Offset 40N ..oviiiiiiiiiii i e e 604
PCI Express Capabilities (XCAP) — Offset 42h ....ocviiiiiiiii e 605
Device Capabilities (DCAP) — Offset 44h .....ccvviiiiiiiiii e 606
Device Control (DCTL) — OffSEt 48h ..vinieiii e 607
Device Status (DSTS) — OffSet 4AN ..o e e e 608
Link Capabilities (LCAP) — Offset 4Ch ...uiiiiiiiiiiii i e e e e 609
Link Control (LCTL) — Offset 50N ..uiiiiiii i e e 611
Link Status (LSTS) — Offset 52h ....vviiiiiiiii 613
Slot Capabilities (SLCAP) — Offset 54h ..o s 614
Slot Control (SLCTL) — OffSet 58N ..ueieiiiii e e e e e 615
Slot Status (SLSTS) — OffSet AN ... e e s 616
Root Control (RCTL) — OffSet 5Ch 1.ttt e e 617
Root Status (RSTS) — Offset 60h ..ccviiii i e e 618
Device Capabilities 2 (DCAP2) — Offset 64h......ccccviiiiiiiiii i e 619
Device Control 2 (DCTL2) — Offset 68h.....civiieiiiiii e 620
Device Status 2 (DSTS2) — Offset BAN. ... e e 623
Link Capabilities 2 (LCAP2) — Offset BCh .....viuiiiiiiii e e 623
Link Control 2 (LCTL2) — Offset 70N vt e e e 624
Link Status 2 (LSTS2) — Offset 72h vt e 627
Slot Capabilities 2 (SLCAP2) — Offset 74h ..uuviriiiiiiiii e e 628
Slot Control 2 (SLCTL2) — Offset 78h o e e 628
Slot Status 2 (SLSTS2) — OffSel 7AN .one i e 628
Message Signaled Interrupt Identifiers (MID) — Offset 80h .......ccvvvviiiiiiiiiiiciinnne, 628
Message Signaled Interrupt Message (MC) — Offset 82h......covvviiiiiiiiiiiiiieee, 628
Message Signaled Interrupt Message Address (MA) — Offset 84h..........ccvvviiinninnnn. 629
Message Signaled Interrupt Message Data (MD) — Offset 88h .......ccvvvviiiiiinnnnnt. 630
Subsystem Vendor Capability (SVCAP) — Offset 90h .....cceviiiiiiiii e 630
Subsystem Vendor IDs (SVID) — Offset 94h ..o e 630
Power Management Capability (PMCAP) — Offset AOh .....cvvvviiiiiiiiii e 631
PCI Power Management Capabilities (PMC) — Offset A2h ...cocviiiiiiiiiiiii i 631
PCI Power Management Control (PMCS) — Offset Adh ..o 632
Advanced Error Extended (AECH) — Offset 100h .....covviiiiiiiiiiiiii e 633
Uncorrectable Error Status (UES) — Offset 104h......c.ouiiiiiiiiiii e e e 634
Uncorrectable Error Mask (UEM) — Offset 108h .......ceviiiiiiiiiiiiiii e e e 635
Uncorrectable Error Severity (UEV) — Offset 10Ch.......ccoiiiiiiiiiiiiiiiiiii e 637
Correctable Error Status (CES) — Offset 110h....ccciiiiiiiiiiiii e 638
Correctable Error Mask (CEM) — Offset 114h ..ciiuiiiiiiii i e e 639
Advanced Error Capabilities And Control (AECC) — Offset 118h ......ccovvviiiiiiinnnnnn. 639
Header Log (HL_DW1) — OffSet 11Ch .o.uuiuiiiiiiiiiii e e e ee e e 640
Header Log (HL_DW2) — Offset 1200 ....ouiuiniiiiiiiii e e e 641
Header Log (HL_DW3) — Offset 124h ..ot e reeeaaeees 641
Header Log (HL_DW4) — Offset 128h ......ccciviiiiiiiiiiiii 641
Root Error Command (REC) — Offset 12Ch ......covviiiiiiii e 642
Root Error Status (RES) — Offset 130N ...uiuiiieiiiiiiii e e e re e e 642
Error Source Identification (ESID) — Offset 134h.....c.oiiiiiiiiiii e 643
PTM Extended Capability Header (PTMECH) — Offset 150h.....ccciiiiiiiiiiiiiiiiiiinnnns 644
PTM Capability (PTMCAPR) — Offset 154h....cciiiiiiiiiiiii s 644
PTM Control (PTMCTLR) — Offset 158h.....cccuiiiiiiiiiiiiiiiiiii e 645
L1 Sub-States Extended Capability Header (LISECH) — Offset 200h .........cccuvenenne. 646
L1 Sub-States Capabilities (LISCAP) — Offset 204h ......ccocviiiiiiiiiiiiicci e 647
L1 Sub-States Control 1 (L1SCTL1) — Offset 208h.....cccoviviiiiiiiiiiiiiree e 649
L1 Sub-States Control 2 (L1SCTL2) — Offset 20Ch.....ccciiiiiiiiiiicc e 650
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6.70 ACS Extended Capability Header (ACSECH) — Offset 220h ....cvvviiiiiiiiiiiieieeeenn, 651
6.71 ACS Capability (ACSCAPR) — Offset 224h ...couiiiiiiiiiiiie i 651
6.72 ACS Control (ACSCTLR) — Offset 226h ....cviiiiiiiii e 652
6.73 Port VC Capability Register 1 (PVCCR1) — Offset 284h ......ccovviiiiiiiiiiiii e, 653
6.74 Port VC Capability 2 (PVCC2) — Offset 288h.....ccceiviriiiiiiiiii i e 654
6.75 Port VC Control (PVCC) — Offset 28Ch......iiviiiiiiiiii i e e 655
6.76 Port VC Status (PVCS) — Offset 28Eh .....civiiiii e e e 656
6.77 Virtual Channel 0 Resource Capability (VOVCRC) — Offset 290h ......ccccviviiininininenenn. 656
6.78 Virtual Channel 0 Resource Control (VOCTL) — Offset 294h ......cocoviiiiiiiiiiiiiiiieen, 657
6.79 Virtual Channel 0 Resource Status (VOSTS) — Offset 29Ah......ccciiiiiiiiiiiiiiiiiii s 659
6.80 Virtual Channel 1 Resource Capability (V1VCRC) — Offset 29Ch .....cccvviviiiiiiiiininnns 660
6.81 Virtual Channel 1 Resource Control (V1ICTL) — Offset 2A0h .....ccoiiiiiiiiiiiiiiiiee, 660
6.82 Virtual Channel 1 Resource Status (V1STS) — Offset 2A6h ......c.coovieiiiiiiiiiiiieeee . 661
6.83 DPC Extended Capability Header (DPCECH) — Offset AOOh .........coiviiiiiiiiiiiiiiieeee, 662
6.84 DPC Capability (DPCCAPR) — Offset AD4h ......oviiiiiiiiii e 663
6.85 DPC Control (DPCCTLR) — Offset ADBN ...viviiiiiiiiiee e e e e 664
6.86 DPC Status (DPCSR) — OffS@t ADBN ..uviviiiiiiiii it e e e e nees 665
6.87 DPC Error Source ID (DPCESIDR) — Offset ADARN ....iviiiiiiiicn e 666
6.88 RP PIO Status (RPPIOSR) — Offset AOChH .....iuiiie i e 667
6.89 RP PIO Mask (RPPIOMR) — Offset ALON ..uiuuiriiiiiriiiiiii e e 668
6.90 RP PIO Severity (RPPIOVR) — Offset AL4h .iiiiiiiiiiii i 669
6.91 RP PIO SysError (RPPIOSER) — Offset AL8h ...iiviviviiiiiiiiiii e e e 670
6.92 RP PIO Exception (RPPIOER) — Offset AL1Ch ...coiviiiiiii i eaea 670
6.93 RP PIO Header Log DW1 (RPPIOHLR_DW1) — Offset A20h .....ovvviiiiiiiiiiiniee e 671
6.94 RP PIO Header Log DW2 (RPPIOHLR_DW2) — Offset A24h .....cccoviiiiiiiiiiiiiiiiieeens 672
6.95 RP PIO Header Log DW3 (RPPIOHLR_DW3) — Offset A28h ....ccvvviiiiiiiiiiiiiiiiieeens 672
6.96 RP PIO Header Log DW4 (RPPIOHLR_DW4) — Offset A2Ch ....cccvvviiiiiiiiiiiiiiiiiiiienens 673
6.97 Secondary PCI Express Extended Capability Header (SPEECH) — Offset A30h........... 673
6.98 Link Control 3 (LCTL3) — Offset A34h....ccuiiiiiiiii e 674
6.99 Lane Error Status (LES) — OffSet A38h .. viviiiiiiiii e e 675
6.100 Lane 0 And Lane 1 Equalization Control (LO1EC) — Offset A3Ch ......cviviiiiiiiiiinennn. 676
6.101 Lane 2 And Lane 3 Equalization Control (L23EC) — Offset A40h .....cccviiviiiiiiiiiennnnn. 678
6.102 Lane 4 And Lane 5 Equalization Control (L45EC) — Offset Ad4h ......c.ccoviviiiiinieinnn. 679
6.103 Lane 6 And Lane 7 Equalization Control (L67EC) — Offset A48h .....cccevvviiiiiniennnnns 680
6.104 Lane 8 And Lane 9 Equalization Control (L89EC) — Offset A4Ch .......ccovviiiniiniinnnnn. 681
6.105 Lane 10 And Lane 11 Equalization Control (L1011EC) — Offset A50h .........ccccuennnenn. 683
6.106 Lane 12 And Lane 13 Equalization Control (L1213EC) — Offset A54h .........cccevennnn. 684
6.107 Lane 14 And Lane 15 Equalization Control (L1415EC) — Offset A58h .........cccvvennen. 685
6.108 Data Link Feature Extended Capability Header (DLFECH) — Offset A90h.................. 686
6.109 Data Link Feature Capabilities (DLFCAP) — Offset A94h .....cvvviiiiiiiiiiiiiicieie e 687
6.110 Data Link Feature Status (DLFSTS) — Offset A98h .....coiiiiiiiiii e 688
6.111 Physical Layer 16.0 GT/s Extended Capability Header (PLI6GECH) — Offset A9Ch....688
6.112 Physical Layer 16.0 GT/s Capability (PLL6CAP) — Offset AAOh ........cccoviiiiiiiiiinnn. 689
6.113 Physical Layer 16.0 GT/s Control (PL16CTL) — Offset AA4h .....ccoiviiiiiiiiiiiiiiiiiees 689
6.114 Physical Layer 16.0 GT/s Status (PL16S) — Offset AA8h ...ceiiiiiiiiiiii e 689
6.115 Physical Layer 16.0 GT/s Local Data Parity Mismatch Status (PL16LDPMS) — Offset AACh
690
6.116 Physical Layer 16.0 GT/s First Retimer Data Parity Mismatch Status (PLI6FRDPMS) —
OffSEE ABON Lottt 690
6.117 Physical Layer 16.0 GT/s Second Retimer Data Parity Mismatch Status (PLL6SRDPMS) —
OffSEE ABA N ettt e 691
6.118 Physical Layer 16.0 GT/s Extra Status (PL16ES) — Offset AB8h .......ccvvvvvviiviinninnnnnn 691

6.119 Physical Layer 16.0 GT/s Lane 01 Equalization Control (PL16LO1EC) — Offset ABCh.. 692
6.120 Physical Layer 16.0 GT/s Lane 23 Equalization Control (PL16L23EC) — Offset ABEh.. 692
6.121 Physical Layer 16.0 GT/s Lane 45 Equalization Control (PL16L45EC) — Offset ACOh..693
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6.122 Physical Layer 16.0 GT/s Lane 67 Equalization Control (PLL6L67EC) — Offset AC2h . 694
6.123 Physical Layer 16.0 GT/s Lane 89 Equalization Control (PL16L89EC) — Offset AC4h . 695
6.124 Physical Layer 16.0 GT/s Lane 1011 Equalization Control (PL16L1011EC) — Offset AC6h

696

6.125 Physical Layer 16.0 GT/s Lane 1213 Equalization Control (PL16L1213EC) — Offset AC8h
697

6.126 Physical Layer 16.0 GT/s Lane 1415 Equalization Control (PL16L1415EC) — Offset ACAh
698

6.127 VNN Removal Control (VNNREMCTL) — Offset C70h ....cccciviiiiiiiiiiiiciicce 699

6.128 VNN Removal Save And Restore Hardware Contexts 1 (VNNRSNRC1) — Offset C74h 700
6.129 Physical Layer 16.0 GT/s Margining Extended Capability Header (PLIGMECH) — Offset

=1 1! o [ PP 702

6.130 Physical Layer 16.0 GT/s Margining Port Capabilities and Port Status (PLL6MPCPS) —
L@ FY =l = =0 o PP 703

6.131 Physical Layer 16.0 GT/s Lane0 Margin Control and Status (PL16LOMCS) — Offset EE4h .
704

6.132 Physical Layer 16.0 GT/s Lanel Margin Control and Status (PL16L1MCS) — Offset EE8h .
705

6.133 Physical Layer 16.0 GT/s Lane2 Margin Control and Status (PL16L2MCS) — Offset EECh .
705

6.134 Physical Layer 16.0 GT/s Lane3 Margin Control and Status (PL16L3MCS) — Offset EFOh .
705

6.135 Physical Layer 16.0 GT/s Lane4 Margin Control and Status (PL16L4MCS) — Offset EF4h .
705

6.136 Physical Layer 16.0 GT/s Lane5 Margin Control and Status (PL16L5MCS) — Offset EF8h .
705

6.137 Physical Layer 16.0 GT/s Lane6 Margin Control and Status (PL16L6MCS) — Offset EFCh .
706

6.138 Physical Layer 16.0 GT/s Lane7 Margin Control and Status (PL16L7MCS) — Offset FOOh .
706

6.139 Physical Layer 16.0 GT/s Lane8 Margin Control and Status (PL16L8MCS) — Offset FO4h .
706

6.140 Physical Layer 16.0 GT/s Lane9 Margin Control and Status (PL16L9MCS) — Offset FO8h .
706

6.141 Physical Layer 16.0 GT/s Lane10 Margin Control and Status (PL16L10MCS) — Offset FOCh
706

6.142 Physical Layer 16.0 GT/s Lanell Margin Control and Status (PL16L11MCS) — Offset F10h
706

6.143 Physical Layer 16.0 GT/s Lanel2 Margin Control and Status (PL16L12MCS) — Offset F14h
706

6.144 Physical Layer 16.0 GT/s Lanel3 Margin Control and Status (PL16L13MCS) — Offset F18h
707

6.145 Physical Layer 16.0 GT/s Lane14 Margin Control and Status (PL16L14MCS) — Offset F1Ch
707

6.146 Physical Layer 16.0 GT/s Lanel5 Margin Control and Status (PL16L15MCS) — Offset F20h
707

6.147 Feature Control 2 (FCTL2) — Offset 1330 ...iiiiiiiiiiiiiiii i i e e 707

Dynamic Tuning Technology Registers (D4:FO)...........ccoiiiiiiiiiiiiiiiiiiiis e neaeas 708

7.1 SUMMArY Of REGISTEIS .ttt e e e e e r e ane e 708

7.2  Vendor ID (VID_0_4_0_PCI) — OffSet Oh ..uuiuiiiiiiiiiiii i na s 708

7.3 Device ID (DID_0_4_0_PCI) — Offset 2h...ccciiiiiiiii i e 709

7.4 PCI Command (PCICMD_0_4_0_PCI) — Offset 4h......cccoviiiiiiiiiiic e 709

7.5  PCI Status (PCISTS_0_4_0_PCI) — Offset 6h...c.cuiuiiiiiiiiiiiiiiiicine e 710

7.6 Revision ID (RID_0_4_0_PCI) — Offset 8h...ciiiiiiiiiiiiiiiiiiiiiii e ne e 712

7.7 Class Code (CC_0_4_0_PCI) — OffSet Oh.uiiuiiieiiiiiiiii i eaaees 712

7.8 Extended Class Code (CC_0_4_0_NOPI_PCI) — Offset Ah....cccvviiiiiiiiiiii 713
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7.9 Cache Line Size Register (CLS_0_4_0_PCI) — Offset Ch ......cccvvviiiiiiiiiiiiiieieneneenen, 713
7.10 Master Latency Timer (MLT_0_4_0_PCI) — Offset Dh ....cccviiiiiiiiiiiiiiiiieici e e, 714
7.11 Header Type (HDR_0_4_0_PCI) — Offset Eh ..ocviviiiiiiiiii e 714
7.12 Built In Self Test (BIST_0_4_0_PCI) — Offset Fh .....ccoiiiiiiii e, 714
7.13 Thermal Controller Base Address (TMBAR_0_4_0_PCI) — Offset 10h ..........c..ccceuee. 715
7.14 Subsystem Vendor ID (SVID_0_4_0_PCI) — Offset 2Ch....cccvviiiiiiiiiiiiiieineee e, 716
7.15 Subsystem ID (SID_0_4_0_PCI) — Offset 2Eh.....cccciiiiiiiiii e 716
7.16 Capability Pointer (CAPPOINT_0_4_0_PCI) — Offset 34h......ccooiviiiiiiiiiiieee 717
7.17 Interrupt Line Register (INTRLINE_O_4_0_PCI) — Offset 3Ch ..ccocvviiiiiiiiiiiiiiieen, 717
7.18 Interrupt Pin Register (INTRPIN_O0_4_0_PCI) — Offset 3Dh ..ccivvviiiiiiiiiiiciiiiei e 718
7.19 Minimum Guaranteed (MINGNT_0_4_0_PCI) — Offset 3Eh .......cocvviviiiiiiiiiiiee e, 718
7.20 Maximum Latency (MAXLAT_0_4_0_PCI) — Offset 3Fh ...iiiviiiiiiiiiiiiii i eeeas 718
7.21 Device Enable (DEVEN_0_4_0_PCI) — Offset 54h ....ccoviiiiiiiiiiiiiicniecnne e 719
7.22 Capabilities A (CAPIDO_A_0_4_0_PCI) — Offset E4h .....ccviiiiiiiiiiiiiiiee e, 721
7.23 Capabilities B (CAPIDO_B_0_4_0_PCI) — Offset E8h .....ccvvviiiiiiiiiiiiiiiiici e, 724
Image Processing Unit Registers (D5:FO) ........ccooiiiiiiiiiiiiiiii i e e e ne e 726
8.1  SUMMANY Of REGISTEIS 1u ittt ittt e e e e e e e e et a e rae e e e aneanen 726
8.2 Vendor ID and Device ID (VID_DID) — Offset Oh ....ciiiiiiiiiiii e 726
8.3 Command and Status (PCICMD_PCISTS) — Offset 4h ....cceoviniiiiiiiiii e 727
8.4 Revision ID and Class Code (RID_CC) — Offset 8h ......ccociiiiiiiiiiiniiiiiee e 728
8.5 Cache Line Size, Master Latency Timer, Header Type and BIST (CLS_MLT_HT_BIST) —
L@ 5 71 G o P 729
8.6 ISPMMADR LSB (ISPMMADR_LOW) — Offset 100 ..iciiiiiiiiiiiii i 729
8.7 ISPMMADR MSB (ISPMMADR_HIGH) — Offset 14h.....ccooiiiiiiiiii e, 730
8.8  Subsystem Vendor ID and Subsystem ID (SVID_SID) — Offset 2Ch ........ccccoiinnens 730
8.9 Capabilities Pointer (CAPPOINT) — Offset 34h...ccciiiiiiiiiiiiii i 731
8.10 Interrupt Properties (INTR) — Offset 3Ch....ccoiiiiiiiiii e 731
8.11 PCle Capabilities (PCIECAPHDR_PCIECAP) — Offset 70h .....ovvieieiiiiiiie e 732
8.12 Device Capabilities (DEVICECAP) — Offset 74h ....ceeieiieiii i 733
8.13 Device Capabilities and Control (DEVICECTL_DEVICESTS) — Offset 78h.................. 733
8.14 MSI Capabilities and MSI Control (MSI_CAPID) — Offset ACh......ccvvviiiiiiiiiiieieeen, 734
8.15 MSI Address Low (MSI_ADDRESS_LO) — Offset BOh ....coovvviiiiiiiiii e 735
8.16 MSI Address High (MSI_ADDRESS_HI) — Offset B4h......ccooviiiiiiiiiiii e, 735
8.17 MSI Data (MSI_DATA) — Offset B8h......iiviiiiii i e 736
8.18 Power Management Capabilities (PMCAP) — Offset DO ...cccviviiiiiiiiiiieie e 736
8.19 Power Management Control and Status (PMCS) — Offset D4h .........cccoiiiiiiiiiiinnnnnn. 737
8.20 IPUVTDBAR Base Address Register (IPUVTDBAR_LOW) — Offset FOh...............c..... 738
8.21 IPUVTDBAR Base Address Register (IPUVTDBAR_HIGH) — Offset F4h...........ccce.eel. 738
Gauss Newton Algorithm Registers (D8:F0) ...........ccciiiiiiiiiiiii e 740
9.1  SUMMArY Of REGISTEIS .t e e 740
9.2 Vendor & Device ID (IDENTIFICATION) — Offset Oh ....covieiniiie e 741
9.3 Device Control (DCTRL) — Offset 4h.....coeiiiiiiiiiii e e 741
9.4 Device Status (DSTS) — OffSet BN ..uiiiiiiiii i e e e 742
9.5 Revision ID & Class Codes (RID_DLCO) — Offset 8h ...iiviiiiiiiiiiiiiiiiiii e eeees 744
9.6 Cache Line Size (CLS) — Offset Ch...oviriiiiiii e 744
9.7 Header Type (HTYPE) — Offs@t EN..ueniiiii e 745
9.8  Built-in Self Test (BIST) — Offset Fh...ceini e 745
9.9 GNA Base Address Low (GNABAL) — Offset 10N ....ccouiiiiiiiiiii e 746
9.10 GNA Base Address High (GNABAH) — Offset 14h ...ciiiiiiiiiiiii e 747
9.11 Sub System Vendor Identifiers (SSVI) — Offset 2Ch......ccvviiiiiiiiiiiiiicic e 747
9.12 Sub System Identifiers (SSI) — Offset 2Eh......c.ciiiiiiii s 748
9.13 Capabilities Pointers (CAPP) — Offset 34h ... 748
9.14 Interrupt Line (INTL) — OffSet 3Ch ....cniniiiiiei e e eaeas 749
9.15 Interrupt Pin Register (INTP) — Offset 3Dh ...cviiiiiiiii e 749
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9.16 Min Grant And Min Latency Register (MINGNTLAT) — Offset 3Eh........ccocvivviiinnnnns. 750
9.17 Override Configuration Control (OVRCFGCTL) — Offset 40h.......c.ocviiiiieiiiiiiiinnnnnn. 750
9.18 Message Signaled Interrupt Capability ID (MSICAPID) — Offset 90h.........cccvvnenenen. 751
9.19 Message Signaled Interrupt Message Control (MC) — Offset 92h......covvvviiviiiniinnnnn. 751
9.20 Message Signaled Interrupt Message Address (MA) — Offset 94h..........ccovviiiennn, 752
9.21 Message Signaled Interrupt Message Data (MD) — Offset 98h .......ccvviiiiiiiiiiiinnnns 753
9.22 DO0i3 Capability ID (DOI3CAPID) — Offset ADN ...euveiniie e e 753
9.23 DO0i3 Capability (DOI3CAP) — OffSet A2N ..vini i e 754
9.24 DO0i3 Vendor Extended Capability Register (DOI3VSEC) — Offset Adh.............coceenee. 754
9.25 DO0i3 SW LTR Pointer Register (DOI3SWLTRPTR) — Offset A8h........covvviiiiiiinininnnns, 755
9.26 DO0i3 Devldle Pointer Register (DOI3DEVIDLEPTR) — Offset ACh .......covvvvivviiiiininnn, 755
9.27 DO0i3 Devldle Power On Latency (DOI3DEVIDLEPOL) — Offset BOh ..........ccvvvvvvennen. 756
9.28 DO0i3 Power Control Enables Register (PCE) — Offset B2h........cooviiiiiiiiiiiiiiieieees 757
9.29 Power Management Capability ID (PMCAPID) — Offset DCh .....cccoiviiiiiiiiiiiiiieinne 757
9.30 Power Management Capability (PMCAP) — Offset DEh .....covviiiiiiiiiiiii i 758
9.31 Power Management Control Status (PMCS) — Offset EOh .....ccocvviiiiiiiiiiiiii i 759
9.32 FLR Capability ID (FLRCAPID) — Offset FON .....ooviviiiiiiii 759
9.33 FLR Capability Length And Version (FLRMISC) — Offset F2h .......cccvviiiiiiiiin e, 760
9.34 FLR Control Register (FLRCTL) — Offset FAh ....oooieiiii e 760
9.35 FLR Status Register (FLRSTS) — Offset F5h ...ociuiiiiii e 761
CrashLog & Telemetry Registers (D10:FO)...........cocoiiiiiiiiiiiiiiii e 762
10.1  SUMMArY Of REGISTEIS ..ttt ittt i e e e e e e e s ae e teraeaneeans 762
10.2 Device ID And Vendor ID (VENDOR_ID_DEVICE_ID) — Offset Oh.....covvvviviiinininennnns 763
10.3 Command and Status (COMMAND_STATUS) — Offset 4h ....coviiiiiiiiiiiiiiiieenns 763
10.4 Revision ID (REVISION_ID) — Offset 8h ....vvieiii e e 765
10.5 Cache Line Size (CACHE_LINE_SIZE) — Offset Ch .....ccviiiiiiiiiiiiiiiiiiiieienine e aanas 766
10.6 PM Base Address (PM_BAR) — Offset 10N .....ciiiiiiiiiiiiiiii it e e eaaeaas 766
10.7 Subsystem Vendor ID (SUBSYSTEM_VENDOR_ID) — Offset 2Ch........ccocvviiiiiiinnnnns 767
10.8 Capabilities Pointer (CAPABILITIES_POINTER) — Offset 34h.......cccovvviiiiiiiiiniieene, 768
10.9 Interrupt line (INTERRUPT_LINE) — Offset 3Ch ...cciviiiiiiiiiiiiie e e e 768
10.10 PCIe Capability ID (PCIE_CAPID) — Offset 70h......oiieiiii e 769
10.11 Device Capabilities (DEV_CAP) — Offset 74h.....ccciiiiiiiiiiiii i 769
10.12 PCIE Device Control and Status (DEV_CTL_STS) — Offset 78h ...ccivviiiiiiiiiiiiiinnnns 770
10.13 Power Management Capabilities (PM_CAPID) — Offset DOh ......ccccvviiiiiiiiiiiiiiiiinenns 771
10.14 Power Management Control Status (PM_CONTROL_STATUS) — Offset D4h ............. 772
10.15 Telemetry Capability Header (TELEM_CAPABILITY_HEADER) — Offset 100h ............ 773
10.16 Telemetry VSEC O (TELEM_VSEC_0) — Offset 104h .....coviiiiiiiiiiiiiiiieee e 773
10.17 Telemetry VSEC 1 (TELEM_VSEC_1) — Offset 108h ...ccovviviiiiiiiiiiiiini e 774
10.18 Telemetry VSEC 2 (TELEM_VSEC_2) — Offset 10Ch ......ovvviiiiiiiiiiiin e 774
10.19 Watcher Capability Header (WATCHER_CAPABILITY_HEADER) — Offset 110h.......... 775
10.20 Watcher VSEC 0 (WATCHER_VSEC_0) — Offset 114h .....cccoiiiiiiiiii e 775
10.21 Watcher VSEC 1 (WATCHER_VSEC_1) — Offset 118h .....cccoiviiiiiiiiiiiii e 775
10.22 Watcher VSEC 2 (WATCHER_VSEC_2) — Offset 11Ch.....ccciiiiiiiiiiiiiici e 776
10.23 Crashlog Capability Header (CRASHLOG_CAPABILITY_HEADER) — Offset 120h........ 776
10.24 Crashlog VSEC 0 (CRASHLOG_VSEC_0) — Offset 124h........cccviviiiiiiiiiiiiinn, 776
10.25 Crashlog VSEC 1 (CRASHLOG_VSEC_1) — Offset 128h....cccvviiiiiiiiiiiiirieieeeeeaae e 776
10.26 Crashlog VSEC 2 (CRASHLOG_VSEC_2) — Offset 12Ch.....ccoviiiiiiiiiiiiiiieeeeeene e 777
Volume Management Device (D14:F0)..........oooiiiiiiiiiiiiiii e e 778
11.1 Volume Management Device (D14:F0) .iiiiiiiiiiiiiiiii i nanes 778

11.1.1 Summary Of REGISTEIS. . .u it e e 778

11.1.2 Vendor ID (VID_0_14_0_PCI) — Offset Oh.....ccccviiiiiiiiiiiiiiiiiie 778

11.1.3 Device ID (DID_0_14_0_PCI) — Offset 2h .....ccvviriiiiiii i 779

11.1.4 PCI Command (PCICMD_0_14_0_PCI) — Offset4h ..........ccviiiiiiiiiinnnnnn. 779

11.1.5 PCI Status (PCISTS_0_14_0_PCI) — Offset 6h .......cccvviiiiiiiiiiiiiiinieeens 781
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11.1.6 Revision ID (RID_0_14_0_PCI) — Offset 8h ...ccciviiiiiiiiiiiiiice e 782
11.1.7 Class Code Register Interface (CCRIF_0_14_0_PCI) — Offset 9h................. 782
11.1.8 Class Code Register Classes (CCRC_0_14_0_PCI) — Offset Ah........cccvvennenn. 783
11.1.9 Cache Line Size (CLSR_0_14_0_PCI) — Offset Ch ....cocvviiiniiiiiiiiiiiiinieeaa, 783
11.1.10Header Type (HDR_0_14_0_PCI) — Offset Eh....ccevviviiiiiiiiiiii e, 784
11.1.11VMD Configuration Base Address (CFGBAR_0_14_0_PCI) — Offset 10h........ 784
11.1.12VMD Memory Base Address Range 1 (MEMBAR1_0_14_0_PCI) — Offset 18h 785
11.1.13VMD Memory Base Address Range 2 (MEMBAR2_0_14_0_PCI) — Offset 20h 786
11.1.14Subsystem Vendor ID (SVID_0_14_0_PCI) — Offset 2Ch.........ccocoviiiiinnnnn. 786
11.1.15Subsystem ID (SSID_0_14_0_PCI) — Offset 2Eh ......c.covvvviiiiiiiiiice e, 786
11.1.16Capability Pointer (CAPPTR_0_14_0_PCI) — Offset 34h .......ccovvviviiiniinnnnn. 787
11.1.171Interrupt Line Register (INTL_0_14_0_PCI) — Offset 3Ch ........cccvvviiiinnnnnns 787
11.1.181Interrupt Pin Register (INTPIN_O_14_0_PCI) — Offset 3Dh ........cccccvivinnnnnn. 788
11.2 Volume Management Device MEMBAR2 REGISLEIS ......vuiieiiiiiiiiiiie e e e eeenaas 788
11.2.1 SUMMArY Of REGISTEIS cuvuuiitiiiiii e ae e es 788
11.2.2 MSI-X Table Address Register 0 (MSIXADDR_0_14_0_MEMBAR2[0]) — Offset Oh
789
11.2.3 MSI-X Message Data Register 0 (MSIXDATA_0_14_0_MEMBAR2[0]) — Offset 8h
789
11.2.4 MSI-X Vector Control Register 0 (MSIXVCTL_0_14_0_MEMBAR2[0]) — Offset Ch
790
11.2.5 MSI-X Pending Bit Array (MSIXPBA_0_14_0_MEMBAR2) — Offset 1000h...... 790
TYPE C SUDSYSEEM (TCSS ) .. vttt ittt et e e e e e e ennn 792
12.1 Thunderbolt DMA Device Registers (D13:F2-3) ..iiiiiiiiiiiiiii i reaneanens 792
12.1.1 SumMMaAry Of REGISTEIS .ottt e e e e e eeeas 792
12.1.2 Vendor ID and Device ID (TBT_DMA_CFG_FIRST16DWORD_DWO_INST) — Offset
0] o T PR 793
12.1.3 Command and Status (CMD_STATUS) — Offset 4h.......cocovviiiiiiiiiiiniienn, 794
12.1.4 Revision ID and Class Code (TBT_DMA_CFG_FIRST16DWORD_DW?2_INST) —
L@ 11T o S o P 795
12.1.5 Misc Configuration (TBT_DMA_CFG_FIRST16DWORD_DW3_INST) — Offset Ch ..
796
12.1.6 Base Address Register 0 (BARQO) — Offset 10h ..icviiiiiiiiiiiiiii e 796
12.1.7 Base Address Register 1 (BAR1) — Offset 14h ..ovvviiiiiiiiiiiiici e 797
12.1.8 Base Address Register 1 Low (BAR1_LOW) — Offset 18h.......covvviviiiiiiiennnnns 797
12.1.9 Base Address Register 1 High (BAR1_HIGH) — Offset 1Ch........ccovivinininenn.n. 797
12.1.10Cardbus CIS Pointer (TBT_DMA_CFG_FIRST16DWORD_DW10_INST) — Offset
72 ] o PP 798
12.1.11Subsystem IDs (TBT_DMA_CFG_FIRST16DWORD_DW11_INST) — Offset 2Ch ...
798
12.1.12Expansion ROM Base Address (TBT_DMA_CFG_FIRST16DWORD_DW12_INST) —
OffSE B0 ettt e 799
12.1.13PCle Capabilities Pointer (CAPPOINT) — Offset 34h ........ccocvviiiiiiiiin, 799
12.1.141Interrupt Configuration (INT_CFG) — Offset 3Ch.......coiviiiiiiiiiiiiiiiees 800
12.1.15Power Management Capability Configuration (TBT_DMA_CFG_PM_CAP_0) —
Off SO B0 Lttt e 800
12.1.16PM Capability 1 Control and Status (TBT_DMA_CFG_PM_CAP_1) — Offset 84h...
801
12.1.17MSI Capability 0: MSI Capability Config (TBT_DMA_CFG_MSIREG_DWO_INST) —
Off SO BB L uitiiiii e e 802
12.1.18MSI Capability 1: Message Address Low (TBT_DMA_CFG_MSIREG_DW1_INST) —
O SO BN Lttt e e 802
12.1.19MSI Capability 2: Message Address High (TBT_DMA_CFG_MSIREG_DW2_INST) —
OffSEE G0N Lttt e 803
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12.1.20MSI Capability 3: Message Data (TBT_DMA_CFG_MSIREG_DW3_INST) — Offset

1S o PP 803
12.1.21 MSI Capability 4: Interrupt Mask (TBT_DMA_CFG_MSIREG_DW4_INST) — Offset
15 1] PR 804
12.1.22MSI Capability 5: Interrupt Pending (TBT_DMA_CFG_MSIREG_DW5_INST) —
(0] £=1=1 A T O o L PP 804
12.1.23MSIX Capability 0: MSIX Capability Config
(TBT_DMA_CFG_MSIXREG_DWO_INST) — Offset AOh ..cevvviiiiiiiieiiiieen 805
12.1.24MSIX Capability 1: Table Offset and Table BIR
(TBT_DMA_CFG_MSIXREG_DW1_INST) — Offset Adh ...cocvviviniiiiiiiiiinenns 805
12.1.25MSIX Capability 2: PBA Offset and PBA BIR
(TBT_DMA_CFG_MSIXREG_DW2_INST) — Offset A8h ..cevvviiriiiiieiiiiieen 806
12.1.26VS CAP 10 (TBT_DMA_CFG_VS_CAP_10) — Offset CCh ......ccvvvieiiiiiiieinanns 806
12.1.27VS CAP 11 (TBT_DMA_CFG_VS_CAP_11) — Offset DOh ......ccovvieiiiiiaininns 807
12.1.28VS CAP 12 Thunderbolt Access Through PCIE Command Register
(TBT_DMA_CFG_VS_CAP_12) — Offset D4h......covviiiiiiiiiiiiie e 807
12.1.29VS CAP 13 Thunderbolt Access Through PCIE Write Data Register
(TBT_DMA_CFG_VS_CAP_13) — Offset D8h...ciiiieiiiiiie i 808
12.1.30VS CAP 14 Thunderbolt Access Through PCIERead Data Register
(TBT_DMA_CFG_VS_CAP_14) — Offset DCh .....cccviviiiiii e 809
12.1.31VS CAP 17 (TBT_DMA_CFG_VS_CAP_17) — Offset E8h ......cccvvvvviiiiiiiieininns 809
12.1.32VS CAP 18 (TBT_DMA_CFG_VS_CAP_18) — Offset ECh .......ccovvvviiiiiiiinins 810
12.1.33VS CAP 19 (TBT_DMA_CFG_VS_CAP_19) — Offset FOh......ccoviviniiiiiiiinenens 810
12.1.34VS CAP 20: BIOS Data LOW (TBT_DMA_CFG_VS_CAP_20) — Offset F4h ..... 811

12.1.35VS CAP 21: BIOS Data HIGH (TBT_DMA_CFG_VS_CAP_21) — Offset F8h .... 811
12.1.36VS CAP 22: YFL Vendor Configuration Bits (TBT_DMA_CFG_VS_CAP_22) — Offset

o 812
USB Host Controller (XHCI) Registers (D13:F0) ...ociuiiiiieiiiiiiiiie e 813
12.2.1 Summary of ReGISTErS .. .iiriii it e 813
12.2.2 Vendor ID (VID) — Offset Oh ....vvviiiiiiiiiii e 814
12.2.3 Device ID (DID) — Offsel 2h..uiiiiiiiiiiiie e e e ea 814
12.2.4 Command Reg (CMD) — Offset 4h.....cooiiiiiiiii e 814
12.2.5 Device Status (STS) — OffSet BN ...oeiniiiii e 815
12.2.6 Revision ID (RID) — Offset 8h.iiuiiriii it e 817
12.2.7 Programming Interface (PI) — Offset Oh.....ciiiiiiii s 817
12.2.8 Sub Class Code (SCC) — Offset Ah ...iviviiiiiiiiiiii e 817
12.2.9 Base Class Code (BCC) — Offset Bh...coviiiiiiiiiii e 818
12.2.10Cache Line Size (CLS) — OffSet Ch «euiiiiieiiie e e 818
12.2.11Master Latency Timer (MLT) — Offset Dh....oeoiiniiiii e 819
12.2.12Header Type (HT) — Offset Eh ..uiuiiniiiii i 819
12.2.13Memory Base Address (MBAR) — Offset 10h .....ccovviiiiiiiiiiiii e 819
12.2.14USB Subsystem Vendor ID (SSVID) — Offset 2Ch.........coovviviiiiiiiiiiiinns 820
12.2.15USB Subsystem ID (SSID) — Offset 2Eh.......cociiiiiiiiiiii e 820
12.2.16Capabilities Pointer (CAP_PTR) — Offset 34h .......cooiiiiiiiiiiiieeeee 821
12.2.171Interrupt Line (ILINE) — OffSet 3Ch ....ouiuiiiiiiiiiii e 821
12.2.181Interrupt Pin (IPIN) — Offset 3D h..iiiiiiiii i e s 822
12.2.19Audio Time Synchronization (AUDSYNC) — Offset 58h......c.cccciiiiiiiiiiiinnnn, 822
12.2.20Serial Bus Release Number (SBRN) — Offset 60h........cocvvvviiiiiiiiiiiiiiiinennn. 823
12.2.21Frame Length Adjustment (FLAD]) — Offset 61h .....cocviiiiiiiiiiiee 823
12.2.22 Best Effort Service Latency (BESL) — Offset 62h .....ccoovviiiiiiiiiiiiiiiieens 824
12.2.23PCI Power Management Capability ID (PM_CID) — Offset 70h .................... 825
12.2.24 Next Item Pointer 1 (PM_NEXT) — Offset 71h .ciiiiiiiiiiiiiiiciici s 825
12.2.25Power Management Capabilities (PM_CAP) — Offset 72h......ccccviiiiiininnnnn. 826
12.2.26 Power Management Control/Status (PM_CS) — Offset 74h........ccocvvvivnnnt. 827
12.2.27Message Signaled Interrupt CID (MSI_CID) — Offset 80h ......ccovivivivinininnns 828
12.2.28 Next Item Pointer (MSI_NEXT) — Offset 81h.....cociiiiiiiiiiii e 828
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12.2.29Message Signaled Interrupt Message Control (MSI_MCTL) — Offset 82h....... 829
12.2.30Message Signaled Interrupt Message Address (MSI_MAD) — Offset 84h....... 830

12.2.31Message Signaled Interrupt Upper Address (MSI_MUAD) — Offset 88h......... 830
12.2.32Message Signaled Interrupt Message Data (MSI_MD) — Offset 8Ch.............. 831
12.2.33High Speed Configuration 2 (HSCFG2) — Offset Adh.......cccooiviiiiiiiiiiiinnnne. 831
USB Host Controller MBAR Registers (D13:F0) ....civiiiiiniiiiiiiiiiie e vneeenesneaenens 832
12.3.1 SUMMAry Of REGISTEIS uneeieie i et e e e e e 832
12.3.2 Capability Registers Length (CAPLENGTH) — Offset Oh...........cocviiiiiiininannns. 839
12.3.3 Host Controller Interface Version Number (HCIVERSION) — Offset 2h.......... 839
12.3.4 Structural Parameters 1 (HCSPARAMS1) — Offset 4h.......cccooviiiiiiiiiinnnn, 839
12.3.5 Structural Parameters 2 (HCSPARAMS2) — Offset 8h.......cccvvvviiiiiiiiiiinnnnnn, 840
12.3.6 Structural Parameters 3 (HCSPARAMS3) — Offset Ch .....ccccviviiiiiiiiiiienn, 841
12.3.7 Capability Parameters (HCCPARAMS) — Offset 10h .....ccvviviniiiiiiiiiiieee 841
12.3.8 Doorbell Offset (DBOFF) — Offset 14h ....coviuiiiiiii e 843
12.3.9 Runtime Register Space Offset (RTSOFF) — Offset 18h.........cocvvvviiiiinnnnnn. 843
12.3.10USB Command (USBCMD) — Offset 80h .......covviiiiiiiiiiiiiiin e 843
12.3.11USB Status (USBSTS) — Offset 84h .....ccvviiiiiiiiiiiiii 844
12.3.12Page Size (PAGESIZE) — Offset 88h.....ccc.viuiiiiiiiii 845
12.3.13Device Notification Control (DNCTRL) — Offset 94h .......cccoviiiiiiiiiiiieenen 846
12.3.14Command Ring Low (CRCR_LO) — Offset 98h.......coeviiiiiiiiiiiiiiiiieeieeeeea 846
12.3.15Command Ring High (CRCR_HI) — Offset 9Ch .......ccocviiiiiiiiiii e 847

12.3.16Device Context Base Address Array Pointer Low (DCBAAP_LO) — Offset BOh 847
12.3.17Device Context Base Address Array Pointer High (DCBAAP_HI) — Offset B4h 848

12.3.18Configure Reg (CONFIG) — Offset B8h......c.cciiiiiiiiiii e 848

12.3.19Port Status AndControl USB2 (PORTSC1) — Offset 480h ......cccvoviveinininennnn. 849

12.3.20Port Power Management Status Aand Control USB2 (PORTPMSC1) — Offset 484h
850

12.3.21Port X Hardware LPM Control Register (PORTHLPMC1) — Offset 48Ch........... 851

12.3.22Port Status And Control USB3 (PORTSC2) — Offset 490h .......cocvviiiininnnne. 852

12.3.23Port Power Management Status And Control USB3 (PORTPMSC2) — Offset 494h
853

12.3.24USB3 Port Link Info (PORTLI2) — Offset 498h .....cccoviviiiiiiiii e 853

12.3.25Port Status And Control USB3 (PORTSC3) — Offset 4A0h ........cccevvvininnnnne, 854

12.3.26Port Power Management Status And Control USB3 (PORTPMSC3) — Offset 4A4h
854

12.3.27USB3 Port Link Info (PORTLI3) — Offset 4A8h ...coviiiiiiiiiiiii e 854

12.3.28Port Status And Control USB3 (PORTSC4) — Offset 4BOh ...........coveviniennnnn. 854

12.3.29Port Power Management Status And Control USB3 (PORTPMSC4) — Offset 4B4h
855

12.3.30USB3 Port Link Info (PORTLI4) — Offset 4B8h .....ccoviiviiiiiiiiiieieeeeeene 855

12.3.31Port Status And Control USB3 (PORTSC5) — Offset 4COh .........ccvvvviiiinnnnnn. 855

12.3.32Port Power Management Status And Control USB3 (PORTPMSC5) — Offset 4C4h
855

12.3.33USB3 Port Link Info (PORTLI5) — Offset 4C8h .....cvuviiiiiiiiiiiiiieeeee e 855

12.3.34Microframe Index (RTMFINDEX) — Offset 2000h .....ccccviiiiiiiiiiiiiiiiii e 856

12.3.351Interrupter Management (IMANQ) — Offset 2020h .......ccviiiiiiiiiiiiii e, 856

12.3.36Interrupter Moderation (IMODOQ) — Offset 2024h.......ccocoviiiiiiiiiiiies 857

12.3.37Event Ring Segment Table Size (ERSTSZ0) — Offset 2028h........c.cccvvvnnnnnn. 857

12.3.38Event Ring Segment Table Base Address Low (ERSTBA_LOQO) — Offset 2030h....
857

12.3.39Event Ring Segment Table Base Address High (ERSTBA_HIQ) — Offset 2034h....
858

12.3.40Event Ring Dequeue Pointer Low (ERDP_LOOQ) — Offset 2038h.................... 858

12.3.41Event Ring Dequeue Pointer High (ERDP_HIOQ) — Offset 203Ch ............c...... 859

12.3.421Interrupter Management (IMAN1) — Offset 2040h ........ccoiiiiiiiiiiiiiiii e, 859
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12.3.431Interrupter Moderation (IMOD1) — Offset 2044h .........ccvviiiiiiiiiiiiiiens 859
12.3.44Event Ring Segment Table Size (ERSTSZ1) — Offset 2048h ........ccceeennnnns 860
12.3.45Event Ring Segment Table Base Address Low (ERSTBA_LO1) — Offset 2050h.....
860
12.3.46Event Ring Segment Table Base Address High (ERSTBA_HI1) — Offset 2054h ....
860
12.3.47Event Ring Dequeue Pointer Low (ERDP_LO1) — Offset 2058h ................... 860
12.3.48Event Ring Dequeue Pointer High (ERDP_HI1) — Offset 205Ch................... 860
12.3.491Interrupter Management (IMAN2) — Offset 2060h .......cccoviiiiiiiiiiiii s 860
12.3.501Interrupter Moderation (IMOD2) — Offset 2064h .........cccvvviiiiiiiiiiiiiiens 861
12.3.51Event Ring Segment Table Size (ERSTSZ2) — Offset 2068h ..........ceceueennnns 861
12.3.52Event Ring Segment Table Base Address Low (ERSTBA_LO2) — Offset 2070h.....
861
12.3.53Event Ring Segment Table Base Address High (ERSTBA_HI2) — Offset 2074h ....
861
12.3.54Event Ring Dequeue Pointer Low (ERDP_LO2) — Offset 2078h ..........cc.cvvnens 861
12.3.55Event Ring Dequeue Pointer High (ERDP_HI2) — Offset 207Ch................... 861
12.3.56Interrupter Management (IMAN3) — Offset 2080h .......cocoviiiiiiiiiiiiiiieienns 861
12.3.57 Interrupter Moderation (IMOD3) — Offset 2084h .......cceviviiiiiiiiiiiiii s 862
12.3.58 Event Ring Segment Table Size (ERSTSZ3) — Offset 2088h ..........cceeenenntn. 862
12.3.59Event Ring Segment Table Base Address Low (ERSTBA_LO3) — Offset 2090h.....
862
12.3.60Event Ring Segment Table Base Address High (ERSTBA_HI3) — Offset 2094h ....
862
12.3.61Event Ring Dequeue Pointer Low (ERDP_LO3) — Offset 2098h ................... 862
12.3.62Event Ring Dequeue Pointer High (ERDP_HI3) — Offset 209Ch................... 862
12.3.63Interrupter Management (IMAN4) — Offset 20A0h......cccovviviiiiiiiiiiieenee, 862
12.3.64 Interrupter Moderation (IMOD4) — Offset 20A4h.......ccoviiiiiiiiiiiiii s 863
12.3.65Event Ring Segment Table Size (ERSTSZ4) — Offset 20A8h ........ccevveinennnn. 863
12.3.66Event Ring Segment Table Base Address Low (ERSTBA_LO4) — Offset 20B0Oh ....
863
12.3.67Event Ring Segment Table Base Address High (ERSTBA_HI4) — Offset 20B4h.....
863
12.3.68Event Ring Dequeue Pointer Low (ERDP_LO4) — Offset 20B8h ................... 863
12.3.69Event Ring Dequeue Pointer High (ERDP_HI4) — Offset 20BCh................... 863
12.3.701Interrupter Management (IMAN5) — Offset 20COh......cocovviiviiiiiiiiiieinee, 864
12.3.711Interrupter Moderation (IMOD5) — Offset 20C4h.......ccoviiiiiiiiiiiiiiii s 864
12.3.72Event Ring Segment Table Size (ERSTSZ5) — Offset 20C8h........ccccvvivvinnnnn 864
12.3.73Event Ring Segment Table Base Address Low (ERSTBA_LO5) — Offset 20D0Oh ....
864
12.3.74Event Ring Segment Table Base Address High (ERSTBA_HI5) — Offset 20D4h....
864
12.3.75Event Ring Dequeue Pointer Low (ERDP_LO5) — Offset 20D8h ................... 864
12.3.76Event Ring Dequeue Pointer High (ERDP_HI5) — Offset 20DCh................... 864
12.3.77Interrupter Management (IMAN6) — Offset 20EOh ........cocviiiviniiiiiiiiiineens 865
12.3.78Interrupter Moderation (IMOD6) — Offset 20E4h ......cocoiviiiiiiiiiiiiiii s 865
12.3.79Event Ring Segment Table Size (ERSTSZ6) — Offset 20E8h ........ccvvvevinnnnn 865
12.3.80Event Ring Segment Table Base Address Low (ERSTBA_LO6) — Offset 20F0h.....
865
12.3.81Event Ring Segment Table Base Address High (ERSTBA_HI6) — Offset 20F4h ....
865
12.3.82Event Ring Dequeue Pointer Low (ERDP_LO6) — Offset 20F8h.................... 865
12.3.83Event Ring Dequeue Pointer High (ERDP_HI6) — Offset 20FCh ................... 865
12.3.84Interrupter Management (IMAN7) — Offset 2100h ......c.cooiiiiiiiiiiiiiiiieneens 866
12.3.85Interrupter Moderation (IMOD7) — Offset 2104h .......ccoovviiiiiiiiii e 866
12.3.86Event Ring Segment Table Size (ERSTSZ7) — Offset 2108h .....ccvvvvvviivinnnnn 866
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12.3.87Event Ring Segment Table Base Address Low (ERSTBA_LO7) — Offset 2110h....

866
12.3.88Event Ring Segment Table Base Address High (ERSTBA_HI7) — Offset 2114h....
866
12.3.89Event Ring Dequeue Pointer Low (ERDP_LO7) — Offset 2118h.............c..... 866
12.3.90Event Ring Dequeue Pointer High (ERDP_HI7) — Offset 211Ch ................... 867
12.3.91Door Bell (DB0O) — Offset 3000h ....cciiiiiiiiii i i e e e ne e 867
12.3.92Door Bell (DB1) — Offset 3004h ....cuvuiniiiiiiiiiiiii e 867
12.3.93Door Bell (DB2) — Offset 3008h ......vviuiiieiiiiiiiii e 867
12.3.94Door Bell (DB3) — Offset 300Ch ...vviiiieieieeieieeee e e e e e e enene e e 867
12.3.95Door Bell (DB4) — Offset 30100 ...cuiuiiieieieiieee e e e e e e e e e 868
12.3.96Door Bell (DB5) — Offset 3014h ...cuiniiiiieiei e e ee e 868
12.3.97Door Bell (DB6) — Offset 3018h ...iiviiiiiiiiii i i eea e 868
12.3.98Door Bell (DB7) — Offset 301Ch ...viuiuiiiiiiiiiiiiiii s 868
12.3.99Door Bell (DB8) — Offset 3020h ....iuviiiiiiiiiiiiii e 868
12.3.100Door Bell (DB9) — Offset 3024h .....ciiiiiiieiiiiri e e ee e 868
12.3.101Door Bell (DB10) — Offset 3028h .....ovieieiiieiie e ee e 868
12.3.102Door Bell (DB11) — Offset 302Ch .....iiiieiei e e ee e 868
12.3.103Door Bell (DB12) — Offset 3030h ....iviiiiiiiiii e e 869
12.3.104Door Bell (DB13) — Offset 3034h ....coovviiiiiiiii e 869
12.3.105Door Bell (DB14) — Offset 3038 ....ciiviiiiiiiiiiii e, 869
12.3.106Door Bell (DB15) — Offset 303Ch .. .iiviiiiiie e eee e 869
12.3.107Door Bell (DB16) — Offset 3040N .....ovieieii e eee e 869
12.3.108Door Bell (DB17) — Offset 3044 .....coiviriiiie e e 869
12.3.109Door Bell (DB18) — Offset 3048h ....cciviiiiiiiiiiiiiii e 869
12.3.110Door Bell (DB19) — Offset 304Ch .......coiiiiiiiiiiii e 869
12.3.111Door Bell (DB20) — Offset 3050N ...iiiviiieii e re e e eeeeee s 870
12.3.112Door Bell (DB21) — Offset 3054 ...viirieiii e re e eeee s 870
12.3.113Door Bell (DB22) — Offset 3058h .....iivieiie e eee e 870
12.3.114Door Bell (DB23) — Offset 305Ch .....ciiiiii i e 870
12.3.115Door Bell (DB24) — Offset 3060h .......cccvviiiiiiiiiii e 870
12.3.116Door Bell (DB25) — Offset 3064h ......ccovviiiiiiiiiii 870
12.3.117Door Bell (DB26) — Offset 3068h .......ccviiiiiiiiiiiiii e 870
12.3.118Door Bell (DB27) — Offset 306Ch .....c.cuiieiiiiiii e e e 870
12.3.119Door Bell (DB28) — Offset 3070h .....ouiniiiieiiiii e 871
12.3.120Door Bell (DB29) — Offset 3074h .....oviniiiiiii e 871
12.3.121Door Bell (DB30) — Offset 3078h .....iviiiiiiiiiiiii e 871
12.3.122Door Bell (DB31) — Offset 307Ch ...iuiviiiiiiiiiiiiiii e 871
12.3.123Door Bell (DB32) — Offset 3080h .....ouiiiieiiieieee e e 871
12.3.124Door Bell (DB33) — Offset 3084h .....oiiie e 871
12.3.125Door Bell (DB34) — Offset 3088h .....oviieiiiiii e 871
12.3.126Door Bell (DB35) — Offset 308Ch ......cciviiiiiiiiiii e 871
12.3.127Door Bell (DB36) — Offset 3090h ......ccvviiiiiiiiiiii e 872
12.3.128Door Bell (DB37) — Offset 3094h ...oiiviiiiiie e e 872
12.3.129Door Bell (DB38) — Offset 3098h .....civiiiiiie e ee e 872
12.3.130Door Bell (DB39) — Offset 309Ch .....cuieieiiie e ee e 872
12.3.131Door Bell (DB40) — Offset 30A0N ....cciiiiiiiii i e 872
12.3.132Door Bell (DB41) — Offset 30A4h ...ccviiiiiiiii e 872
12.3.133Door Bell (DB42) — Offset 30A8h ....cviiiiiiiiiii 872
12.3.134Door Bell (DB43) — Offset 30ACH . .cciiiii e e e eeeee s 872
12.3.135Door Bell (DB44) — Offset 30BON .....viviiieii e re e e eeeeee s 873
12.3.136Door Bell (DB45) — Offset 30B4h .....ccviviiiiieiiiiie e 873
12.3.137Door Bell (DB46) — Offset 30B8h .....ccoviiiiiiiii e 873
12.3.138Door Bell (DB47) — Offset 30BCh.......vviiiiiiiiii e 873
12.3.139Door Bell (DB48) — Offset 30C0N .......cvviviiiiiiiii 873
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12.3.140Door Bell (DB49) — Offset 30C4h ...viuiiiiiiieie e e 873
12.3.141Door Bell (DB50) — Offset 30C8h .....iuiiiieiiiii e 873
12.3.142Door Bell (DB51) — Offset 30CCh ....viuiniiiiiii e 873
12.3.143Door Bell (DB52) — Offset 30D0N .....cueuiviiiiiiii e e 874
12.3.144Door Bell (DB53) — Offset 30D4h ....oviviviiiiiii e 874
12.3.145Door Bell (DB54) — Offset 30D8h . vviviiiieiiiiiiieie it re e e e nenenneneens 874
12.3.146Door Bell (DB55) — Offset 30DCh ... .uiiiiiiie i e 874
12.3.147Door Bell (DB56) — Offset 30EOh........oeieiie e 874
12.3.148Door Bell (DB57) — Offset 30E4h...c.ciiviiiiiiiiiiii e 874
12.3.149Door Bell (DB58) — Offset 30E8h........cuiviiieiiiiiiiie e 874
12.3.150Doo0r Bell (DB59) — Offset 30ECh ......ccciviiiiiiiiiiiie i e 874
12.3.151Door Bell (DB60) — Offset 30F0N ...cuvrieiiieii s re e e eeenea s 875
12.3.152Door Bell (DB61) — Offset 30F4h ... e 875
12.3.153Door Bell (DB62) — Offset 30F8h .....uueieiiie i e 875
12.3.154Door Bell (DB63) — Offset 30FCh......c.iuieiiiieiii e e 875
12.3.155Door Bell (DB64) — Offset 3100h......cc.iviuiiiiiiiiiie e 875
12.3.156XECP USB2 Support (XECP_SUPP_USB2_1) — Offset 8004h ............oevenene. 875
12.3.157XECP SUPP USB3_3 (XECP_SUPP_USB2_3) — Offset 800Ch .........c.ceevvvnens 876

12.3.158XECP SUPP USB2_4 Full Speed (XECP_SUPP_USB2_4) — Offset 8010h ...... 876
12.3.159XECP_SUPP USB2_5 Low Speed (XECP_SUPP_USB2_5) — Offset 8014h..... 877
12.3.160XECP SUPP USB2_6 High Speed (XECP_SUPP_USB2_6) — Offset 8018h..... 877

12.3.161XECP SUPP USB3_0 (XECP_SUPP_USB3_0) — Offset 8020h .........cevvvvnvnen. 877
12.3.162XECP USB3.1 Support (XECP_SUPP_USB3_1) — Offset 8024h .................. 878
12.3.163XECP USB 3 Support (XECP_SUPP_USB3_2) — Offset 8028h ............ceunee. 878
12.3.164XECP SUPP USB3_3 (XECP_SUPP_USB3_3) — Offset 802Ch ..........ccvvvvenee. 879
12.3.165XECP SUPP USB3_4 (XECP_SUPP_USB3_4) — Offset 8030h ............cvevnens 879
12.3.166XECP SUPP USB3_5 (XECP_SUPP_USB3_5) — Offset 8034h ...................e. 879
12.3.167XECP SUPP USB3_6 (XECP_SUPP_USB3_6) — Offset 8038h ..................... 880
12.3.168XECP SUPP USB3_7 (XECP_SUPP_USB3_7) — Offset 803Ch .........cccevuennens 880
12.3.169Host Control Scheduler (HOST_CTRL_SCH_REG) — Offset 8094h .............. 880
12.3.170Power Management Control (PMCTRL_REG) — Offset 80A4h..........cccccevnnns 882
12.3.171Host Controller Misc Reg (HOST_CTRL_MISC_REG) — Offset 80B0h........... 885
12.3.172Host Controller Misc Reg2 (HOST_CTRL_MISC_REG2) — Offset 80B4h........ 886
12.3.173Super Speed Port Enable (SSPE_REG) — Offset 80B8h.........ccvvvviviiiiinnnnn 889
12.3.174AUX Power Management Control (AUX_CTRL_REG1) — Offset 80EOh.......... 890
12.3.175SuperSpeed Port Link Control (HOST_CTRL_PORT_LINK_REG) — Offset 80ECh.
892

12.3.176USB2 Port Link Control 1 (USB2_LINK_MGR_CTRL_REG1) — Offset 80FOh . 893
12.3.177USB2 Port Link Control 2 (USB2_LINK_MGR_CTRL_REG2) — Offset 80F4h . 895
12.3.178USB2 Port Link Control 3 (USB2_LINK_MGR_CTRL_REG3) — Offset 80F8h . 896
12.3.179USB2 Port Link Control 4 (USB2_LINK_MGR_CTRL_REG4) — Offset 80FCh . 896

12.3.180Power Scheduler Control-0 (PWR_SCHED_CTRLO) — Offset 8140h ............ 897

12.3.181Power Scheduler Control-1 (PWR_SCHED_CTRL2) — Offset 8144h ............ 898

12.3.182AUX Power Management Control (AUX_CTRL_REG2) — Offset 8154h......... 900

12.3.183USB2 PHY Power Management Control (USB2_PHY_PMC) — Offset 8164h .. 903

12.3.184XHCI Aux Clock Control Register (XHCI_AUX_CCR) — Offset 816Ch........... 903

12.3.185XHC Latency Tolerance Parameters LTV Control (XLTP_LTV1) — Offset 8174h...
905

12.3.186XHC Latency Tolerance Parameters LTV Control 2 (XLTP_LTV2) — Offset 8178h
907

12.3.187XHC Latency Tolerance Parameters High Idle Time Control (XLTP_HITC) — Offset
S 37 ! o I PP 908

12.3.188XHC Latency Tolerance Parameters Medium Idle Time Control (XLTP_MITC) —
L@ 1T < 20 0 o 909
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12.3.189XHC Latency Tolerance Parameters Low Idle Time Control (XLTP_LITC) — Offset

S0 o PP 910
12.3.190LFPS On Count (LFPSONCOUNT_REG) — Offset 81B8h ........ccvvviivinineiennnnes 910
12.3.191USB2 Power Management Control (USB2PMCTRL_REG) — Offset 81C4h ..... 911
12.3.192USB Legacy Support Capability (USBLEGSUP) — Offset 846Ch .................. 913
12.3.193USB Legacy Support Control Status (USBLEGCTLSTS) — Offset 8470h ....... 914
12.3.194Port Disable Override Capability Register (PDO_CAPABILITY) — Offset 84F4h...

915
12.3.195Command Reg (CMD_MMIQ) — Offset 8604h .......ccevvviiiiiiiiiiiiiiiiiien, 916
12.3.196Device Status (STS_MMIO) — Offset 8606h .......cvvvviiiviiiiii i 916
12.3.197Revision ID (RID_MMIQ) — Offset 8608h........cvieieiiiiiiiiieiieinree e e 918
12.3.198Programming Interface (PI_MMIO) — Offset 8609h.......ccceiviviiiiiiniiieenn. 918
12.3.199Sub Class Code (SCC_MMIO) — Offset 860Ah ...c.vvviiiiiiiiii i, 918
12.3.200Base Class Code (BCC_MMIO) — Offset 860Bh ......cccvviiiiiiiiiiiiiiiiinie e eans 919
12.3.201Cache Line Size (CLS_MMIO) — Offset 860Ch .......covvviiiiiiiiiiiiiiiin, 919
12.3.202Master Latency Timer (MLT_MMIQ) — Offset 860Dh........c.covvviiiiiiiiineinnnn. 920
12.3.203Header Type (HT_MMIO) — Offset 860Eh ........oevuieiiiiiiiiiiiiieieieeee e 920
12.3.204Memory Base Address (MBAR_MMIO) — Offset 8610h .........ccocviiniininnnnn. 920
12.3.205USB Subsystem Vendor ID (SSVID_MMIO) — Offset 862Ch .........cccvvevneee. 921
12.3.206USB Subsystem ID (SSID_MMIO) — Offset 862Eh ..........ccovviiiiiiiiiinnnn, 921
12.3.207Capabilities Pointer (CAP_PTR_MMIO) — Offset 8634h..........covvvniiiinininnnn, 922
12.3.208Interrupt Line (ILINE_MMIO) — Offset 863Ch......cccviviiiiiiiiiiiiieieeee e, 922
12.3.209Interrupt Pin (IPIN_MMIO) — Offset 863Dh .....cciviiiiiiiiiiiii e e 923
12.3.210Serial Bus Release Number (SBRN_MMIO) — Offset 8660h ...........ccccuenenene. 923
12.3.211Frame Length Adjustment (FLAD]J_MMIO) — Offset 8661h..............cecevnnn. 924
12.3.212Best Effort Service Latency (BESL_MMIO) — Offset 8662h ...........cccvvvnnen. 925
12.3.213PCI Power Management Capability ID (PM_CID_MMIQ) — Offset 8670h...... 925
12.3.214Next Item Pointer 1 (PM_NEXT_MMIO) — Offset 8671h ....cccvvviviiininininenenn. 926
12.3.215Power Management Capabilities (PM_CAP_MMIO) — Offset 8672h ............. 926
12.3.216Power Management Control/Status (PM_CS_MMIO) — Offset 8674h........... 927
12.3.217Message Signaled Interrupt CID (MSI_CID_MMIO) — Offset 8680h............. 928
12.3.218Next Item Pointer (MSI_NEXT_MMIO) — Offset 8681h .........covvviiinininnnn, 929
12.3.219Message Signaled Interrupt Message Control (MSI_MCTL_MMIO) — Offset 8682h

929
12.3.220Message Signaled Interrupt Message Address (MSI_MAD_MMIQ) — Offset 8684h

930
12.3.221Message Signaled Interrupt Upper Address (MSI_MUAD_MMIO) — Offset 8688h

931
12.3.222Message Signaled Interrupt Message Data (MSI_MD_MMIO) — Offset 868Ch ...

931
12.3.223High Speed Configuration 2 (HSCFG2_MMIO) — Offset 86A4h ...........c.ntet 932
12.3.224Debug Capability ID Register (DCID) — Offset 8700h..........cccvvvieiniiiennnnnn. 933
12.3.225Debug Capability Doorbell Register (DCDB) — Offset 8704h..........ccevenenenn. 934
12.3.226Debug Capability Event Ring Segment Table Size Register (DCERSTSZ) — Offset

S 74 01 o 1P TURRPRP 934
12.3.227Debug Capability Event Ring Segment Table Base Address Register (DCERSTBA)

— OffSEE 87 10N 1 e 935
12.3.228Debug Capability Event Ring Dequeue Pointer Register (DCERDP) — Offset

S 7= o PP 935
12.3.229Debug Capability Control Register (DCCTRL) — Offset 8720h ...........ccetntee 936
12.3.230Debug Capability Status Register (DCST) — Offset 8724h .......ccceiviiinnnn.. 937
12.3.231Debug Capability Port Status And Control Register (DCPORTSC) — Offset 8728h

937
12.3.232Debug Capability Context Pointer Register (DCCP) — Offset 8730h ............ 939

12.3.233Strap Mirror Capability Register (STRAP_MIRROR_CAP) — Offset 8800h ..... 940
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12.3.234GLOBAL TIME SYNC CAP REG (GLOBAL_TIME_SYNC_CAP_REG) — Offset 8E10h

940
12.3.235GLOBAL TIME SYNC CTRL REG (GLOBAL_TIME_SYNC_CTRL_REG) — Offset
S B 2 o PP 941
12.3.236MICROFRAME TIME REG (MICROFRAME_TIME_REG) — Offset 8E18h ......... 941
12.3.237Global Time Value (Low Register) (GLOBAL_TIME_LOW_REG) — Offset 8E20h ..
942
12.3.238Global Time High (GLOBAL_TIME_HI_REG) — Offset 8E24h........c.ccvvvvennen. 942
12.3.239Dublin Host Controller USB3 Local Loopback Repeater
(HOST_CTRL_USB3_LOCAL_LPBK_RPTR) — Offset 8E60h .........cceevnininannne. 943
12.3.240Host Ctrl USB3 Master Loopback Register (HOST_CTRL_USB3_MSTR_LPBK) —
OffSEE BECBN L.t e e 943
12.3.241Host Controller USB3 BLR Comp (HOST_CTRL_USB3_BLR_COMP) — Offset
BEC N ettt e 943
12.3.242Host Controller SSP Disable (HOST_CTRL_SSP_DIS) — Offset 8EDOh......... 944
12.3.243XHCI USB2 Overcurrent Pin Mapping (U20CM1) — Offset 90A4h ............... 944
12.3.244XHCI USB2 Overcurrent Pin Mapping (U20CM2) — Offset 90A8h................ 945
12.3.245XHCI USB2 Overcurrent Pin Mapping (U20CM3) — Offset 90ACh............... 945
12.3.246XHCI USB2 Overcurrent Pin Mapping (U20CM4) — Offset 90BOh................ 945
12.3.247XHCI USB3 Overcurrent Pin Mapping (U3OCM1) — Offset 9124h ............... 945
12.3.248XHCI USB3 Overcurrent Pin Mapping (U30OCM2) — Offset 9128h ............... 946
12.3.249XHCI USB3 Overcurrent Pin Mapping (U3OCM3) — Offset 912Ch............... 946
12.3.250XHCI USB3 Overcurrent Pin Mapping (U30CM4) — Offset 9130h ............... 946
USB Device Controller (xDCI) Configuration Registers (D13:F1)....cccceviiviiiininiinnnnn. 946
12.4.1 SumMmMary Of REGISTEIS. .. v i e e e 947
12.4.2 Device ID And Vendor ID Register (DEVVENDID) — Offset Oh..........c.ccccvvnens 947
12.4.3 Command and Status (STATUSCOMMAND) — Offset 4h.........ccocvviiiiiiiiinnns 948
12.4.4 Revision Id And Class Code (REVCLASSCODE) — Offset 8h .......coovvvvnvnnnnn. 949
12.4.5 Cache Line Latency Header And Bist (CLLATHEADERBIST) — Offset Ch........ 949
12.4.6 Base Address Register (BAR) — Offset 10h ....cooviiiiii i e 950
12.4.7 Base Address Register High (BAR_HIGH) — Offset 14h.......c.ccceiiiiiiiiiiennnen. 950
12.4.8 Base Address Registerl (BAR1) — Offset 18h.....cccovvvviiiiiiiiiiiiiii e 951
12.4.9 Base Address Registerl High (BAR1_HIGH) — Offset 1Ch.......cocoviiiiiinninn 951
12.4.10Subsystem Vendor And Subsystem ID (SUBSYSTEMID) — Offset 2Ch.......... 952
12.4.11Expansion ROM Base Address (EXPANSION_ROM_BASEADDR) — Offset 30h 952
12.4.12 Capabilities Pointer Register (CAPABILITYPTR) — Offset 34h ...................... 953
12.4.131Interrupt Register (INTERRUPTREG) — Offset 3Ch ......cccviiiiiiiiiiiiiiiiieees 953
12.4.14Power Management Capability Id (POWERCAPID) — Offset 80h .................. 954
12.4.15Power Management Control And Status Register (PMECTRLSTATUS) — Offset 84h
955
12.4.16Pci Device Idle Vendor Capability Register (PCIDEVIDLE_CAP_RECORD) — Offset
1510 o PPN 955
12.4.17Vendor Specific Extended Capability Register (DEVID_VEND_SPECIFIC_REG) —
Off St O N L.ttt e 956
12.4.18Software Ltr Update Mmio Location Register
(DOI3_CONTROL_SW_LTR_MMIO_REG) — Offset 98h .......cecvvvvivinnininninnnnn. 956
12.4.19Device Idle Pointer Register (DEVICE_IDLE_POINTER_REG) — Offset 9Ch.... 957
12.4.20D0i3 And Power Control Enable Register (DOI3_MAX_POW_LAT_PG_CONFIG) —
Off St AN 1.ttt e 957
12.4.21 Manufacturers ID (MANID) — Offset F8h .....covviiiiiiiiiii e 958
Thunderbolt PCI Express* Controller Registers (D7:F0-3) ...ocvviiiiiiiiiiinniiniennennnnss 959
12.5.1 SumMmMary Of REGISTEIS . ..uiii it e e e e e e e aeas 959
12.5.2 Device Identifiers (ID) — OffSet Oh ...oviiiiiiii e 962
12.5.3 Device Command (CMD) — OffSet 4h ....eveiniie i e e 963
12.5.4 Primary Status (PSTS) — Offset 6h.......covieiiiiii e 964
12.5.5 Revision ID (RID_CC) — Offset 8h..ciiiiiiiiiiiiii i e 965
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12.5.6 Cache Line Size (CLS) — Offset Ch....cooviiiiiiiiii e 965
12.5.7 Primary Latency Timer (PLT) — Offset Dh ...c.veieiiiiiii e 966
12.5.8 Header Type (HTYPE) — Offset Eh...cuvueieiiii e 966
12.5.9 Bus Numbers (BNUM_SLT) — Offset 18h.....ccccviiiiiiiiiiiiiiiiiic e 967
12.5.10I/0 Base And Limit (IOBL) — Offset 1Ch .....cccvviiiiiiiiiiiiii e 967
12.5.11Secondary Status (SSTS) — Offset 1Eh ....ciiviiiiiiiiiii e 968
12.5.12Memory Base And Limit (MBL) — Offset 20h.......coceiiiiiiiiiii e 969
12.5.13Prefetchable Memory Base And Limit (PMBL) — Offset 24h.........c.ccevveinnnnnn. 969
12.5.14Prefetchable Memory Base Upper 32 Bits (PMBU32) — Offset 28h ............... 970
12.5.15Prefetchable Memory Limit Upper 32 Bits (PMLU32) — Offset 2Ch ............... 970
12.5.16Capabilities List Pointer (CAPP) — Offset 34h........coovviiiiiiiiiiiiiin, 971
12.5.171Interrupt Information (INTR) — Offset 3Ch .....ccocviiiiiiiiii 971
12.5.18Bridge Control (BCTRL) — Offset 3Eh ......ocieiniiie e 972
12.5.19Capabilities List (CLIST) — Offset 40h .....oeieiiiiiii e 973
12.5.20PCI Express Capabilities (XCAP) — Offset 42h.......ccoiiiiiiiiiiiiiiiiiiiiiiiii e, 974
12.5.21Device Capabilities (DCAP) — Offset 44h.......ccoiiiiiiiiiiiiiii e 974
12.5.22Device Control (DCTL) — Offset 48h...cccvviiiiiiiii e e 976
12.5.23Device Status (DSTS) — Offset 4Ah ... 977
12.5.24Link Capabilities (LCAP) — Offset 4Ch.......cooiiiiii e 977
12.5.25Link Control (LCTL) — Offset 50N ... e 979
12.5.26Link Status (LSTS) — Offset 52h....cccociiiiiiii e 981
12.5.27Slot Capabilities (SLCAP) — Offset 54h .....ovvviiiiiiii 982
12.5.28Slot Control (SLCTL) — Offset 58h ...coieiiiiii e 983
12.5.29Slot Status (SLSTS) — Offset 5AN ...cuvirii e e 984
12.5.30Ro00t Control (RCTL) — Offset 5Ch........oiiiiiiiii e 985
12.5.31Root Status (RSTS) — Offset 60h......ccviiiii i 986
12.5.32Device Capabilities 2 (DCAP2) — Offset 64h ....c.ccviiiiiiiiiiiii e 986
12.5.33Device Control 2 (DCTL2) — Offset 68h ....cvvvviviiiiiiiiii 988
12.5.34Device Status 2 (DSTS2) — Offset AN ....viviiii i 990
12.5.35Link Capabilities 2 (LCAP2) — Offset 6Ch ......cooviiiiiiiiiiii e 990
12.5.36Link Control 2 (LCTL2) — Offset 70h ....cuvieieiiiii e 992
12.5.37Link Status 2 (LSTS2) — Offset 72h .iiiiiiiiiii i e 994
12.5.38Slot Capabilities 2 (SLCAP2) — Offset 74h.....cccooviiiiiiiiiiii 995
12.5.39Slot Control 2 (SLCTL2) — Offset 78h...ccviiiiiiiiiiiiii 995
12.5.40Slot Status 2 (SLSTS2) — Offset 7AR....civiriiiii e 995
12.5.41Message Signaled Interrupt Identifiers (MID) — Offset 80h.........cccvvvinenenenn. 995
12.5.42Message Signaled Interrupt Message (MC) — Offset 82h ........cccoiviiiiinnnnnn. 996
12.5.43Message Signaled Interrupt Message Address (MA) — Offset 84h................ 997
12.5.44Message Signaled Interrupt Message Data (MD) — Offset 88h .................... 997
12.5.45Subsystem Vendor Capability (SVCAP) — Offset 90h ....ccevvviiiiiiiiiiiiiieene, 997
12.5.46Subsystem Vendor IDs (SVID) — Offset 94h ....cccciiiiiiiiiiiii e 998
12.5.47Power Management Capability (PMCAP) — Offset AOh.......coovveiiiiiiiiininannnn. 998
12.5.48PCI Power Management Capabilities (PMC) — Offset A2h........cccoeviniiiinnnn. 999
12.5.49PCI Power Management Control (PMCS) — Offset Adh .......ccovviiiiiiieiiinnnnn. 1000
12.5.50Advanced Error Extended (AECH) — Offset 100h.......cccvvviiiiiiiiiiiiiii i, 1001
12.5.51Uncorrectable Error Status (UES) — Offset 104h......c.cooviiiiiiiiiiiiiiien 1001
12.5.52Uncorrectable Error Mask (UEM) — Offset 108h ......cccovviiiiiiieiiiiiiieeeenne 1003
12.5.53Uncorrectable Error Severity (UEV) — Offset 10Ch .......ccoviviniiiiiiiiiiienne. 1004
12.5.54Correctable Error Status (CES) — Offset 110h ...ccovveiiiiiiiiiiiiiiien 1005
12.5.55Correctable Error Mask (CEM) — Offset 114h......ccooiiiiiiiiiiiii i, 1006
12.5.56Advanced Error Capabilities And Control (AECC) — Offset 118h................. 1007
12.5.57Header Log (HL_DW1) — Offset 11Ch.....ccocoiiiiiiiiiiiii e 1007
12.5.58Header Log (HL_DW2) — Offset 120h.....coimiiiiiiiii e 1008
12.5.59Header Log (HL_DW3) — Offset 124h......ccoiiiiiiiiiii e 1008
12.5.60Header Log (HL_DW4) — Offset 128h.....cciiiiiiiiiiiiiiiiiii i 1009
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12.5.61Root Error Command (REC) — Offset 12Ch .......cooviiiiiiiii e 1009
12.5.62Roo0t Error Status (RES) — Offset 130h .....ccoviiiiiiiii e 1010
12.5.63Error Source Identification (ESID) — Offset 134h........cocoviiiiiiiiiiiiniienne, 1011
12.5.64PTM Extended Capability Header (PTMECH) — Offset 150h..........ccccvvevneen 1011
12.5.65PTM Capability Register (PTMCAPR) — Offset 154h .........coovviiiiiiiiiiinnnnnnn, 1011
12.5.66 PTM Control Register (PTMCTLR) — Offset 158h ......cccoveiiiiiiiiiiiiiieieene 1012
12.5.67L1 Sub-States Extended Capability Header (L1SECH) — Offset 200h .......... 1013
12.5.68L1 Sub-States Capabilities (LLSCAP) — Offset 204h ........coviiiiiiiiiiiinnne. 1014
12.5.69L1 Sub-States Control 1 (L1SCTL1) — Offset 208h.....cccvvviiiiiiiiiiieiiennen 1015
12.5.70L1 Sub-States Control 2 (L1SCTL2) — Offset 20Ch .......coovviiiiiiiiiiininiinnn, 1016
12.5.71ACS Extended Capability Header (ACSECH) — Offset 220h........ccovvvvininnne. 1017
12.5.72 ACS Capability Register (ACSCAPR) — Offset 224h ......ccovvvviiiiiiiiiiinnne, 1018
12.5.73 ACS Control Register (ACSCTLR) — Offset 226h ......cooviiiviiiiiiiiiiieiieeeae 1018
12.5.74 Port VC Capability Register 1 (PVCCR1) — Offset 284h ......ccccvviniiiiniinennne. 1019
12.5.75Port VC Capability 2 (PVCC2) — Offset 288h ......coiiiiiiiiiiiii e 1020
12.5.76Port VC Control (PVCC) — Offset 28Ch .....ovviiiiiiiiiiiie 1021
12.5.77Port VC Status (PVCS) — Offset 28Eh ......covviiiiiiiiii 1022
12.5.78Virtual Channel 0 Resource Capability (VOVCRC) — Offset 290h................. 1022
12.5.79Virtual Channel 0 Resource Control (VOCTL) — Offset 294h...........ccovvnnnene. 1023
12.5.80Virtual Channel 0 Resource Status (VOSTS) — Offset 29Ah .........cccevnnnnnne. 1025
12.5.81Virtual Channel 1 Resource Capability (V1VCRC) — Offset 29Ch................. 1026
12.5.82Virtual Channel 1 Resource Control (V1CTL) — Offset 2A0h.......ccccvviviinnnn, 1026
12.5.83Virtual Channel 1 Resource Status (V1STS) — Offset 2A6h ..........cevevvennene. 1027
12.5.84DPC Extended Capability Header (DPCECH) — Offset AOOh ..........covevvnnene. 1028
12.5.85DPC Capability Register (DPCCAPR) — Offset AD4h ......ccvvviiiiiiiiiiiiienne 1029
12.5.86DPC Control Register (DPCCTLR) — Offset AO6h ........cccvvviiiiiiiiiiiiieenn 1030
12.5.87DPC Status Register (DPCSR) — Offset AO8h.....c.cvvviiiiiiiiiiiiiiiiiiie e 1031
12.5.88DPC Error Source ID Register (DPCESIDR) — Offset AOAh.........cocvvininnnn, 1032
12.5.89RP PIO Status Register (RPPIOSR) — Offset AOCh........cccvvviiiiiiiiiiiieennen 1032
12.5.90RP PIO Mask Register (RPPIOMR) — Offset A10h .....ccovviiiiiiiiiiiiiieenee 1033
12.5.91RP PIO Severity Register (RPPIOVR) — Offset Al4h ........cocooviiiiiiiiiiiinnnnnn. 1034
12.5.92RP PIO SysError Register (RPPIOSER) — Offset A18h .....ovvvvviiiiiiiiininnnnn, 1035
12.5.93RP PIO Exception Register (RPPIOER) — Offset A1Ch ....ccovviiiiiiiiiiiiininnns 1036
12.5.94RP PIO Header Log DW1 Register (RPPIOHLR_DW1) — Offset A20h ........... 1037
12.5.95RP PIO Header Log DW2 Register (RPPIOHLR_DW?2) — Offset A24h ........... 1038
12.5.96RP PIO Header Log DW3 Register (RPPIOHLR_DW3) — Offset A28h ........... 1038
12.5.97RP PIO Header Log DW4 Register (RPPIOHLR_DW4) — Offset A2Ch ........... 1039
12.5.98 Secondary PCI Express Extended Capability Header (SPEECH) — Offset A30h.....
1039
12.5.99Link Control 3 (LCTL3) — Offset A34h ...cuiniiiiiiii e 1040
12.5.100Lane Error Status (LES) — Offset A38h ....ooiiiiiiii e 1041
12.5.101Lane 0 And Lane 1 Equalization Control (LO1EC) — Offset A3Ch................ 1042
12.5.102Lane 2 And Lane 3 Equalization Control (L23EC) — Offset A40h ............... 1044
12.5.103Lane 4 And Lane 5 Equalization Control (L45EC) — Offset A44h ............... 1045
12.5.104Lane 6 And Lane 7 Equalization Control (L67EC) — Offset A48h ............... 1046
12.5.105Lane 8 And Lane 9 Equalization Control (L89EC) — Offset A4Ch ............... 1047
12.5.106Lane 10 And Lane 11 Equalization Control (L1011EC) — Offset A50h ........ 1049
12.5.107Lane 12 And Lane 13 Equalization Control (L1213EC) — Offset A54h ........ 1050
12.5.108Lane 14 And Lane 15 Equalization Control (L1415EC) — Offset A58h ........ 1051
12.5.109Data Link Feature Extended Capability Header (DLFECH) — Offset A90h....1052
12.5.110Data Link Feature Capabilities Register (DLFCAP) — Offset A94h .............. 1053
12.5.111Data Link Feature Status Register (DLFSTS) — Offset A98h..........cccuenenn. 1054
12.5.112FPB Capability Header (FPBCAP) — Offset BAOh ......ooiiiiiiiiiiiieiiiieeeeeae 1054
12.5.113FPB Capabilities Register (FPBCAPR) — Offset BA4h........c.ccvvvviviiiiininnnnn. 1055
12.5.114FPB RID Vector Control 1 (FPBRIDVC1) — Offset BA8h.......cocvvvviiivnininennns 1056
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12.5.115FPB RID Vector Control 2 (FPBRIDVC2) — Offset BACh........ccvvvvinineiennnnn. 1058
12.5.116FPB MEM Low Vector Control (FPBMEMLVC) — Offset BBOh ..................... 1058
12.5.117FPB MEM High Vector Control 1 (FPBMEMHVC1) — Offset BB4h ............... 1060
12.5.118FPB MEM High Vector Control 2 (FPBMEMHVC2) — Offset BB8h ............... 1061
12.5.119FPB Vector Access Control (FPBVAC) — Offset BBCh........ccovvevviiinnininnnn, 1062
12.5.120FPB Vector Access Data (FPBVD) — Offset BCOh........ccvvviiiiiiiiiiiiinenn 1063
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001 e [Initial Release January 2022
002 e Removed the IBECC registers from Chapter 3 January 2022
e Updated Section 3.2, "Processor Memory Controller (MCHBAR) Registers" in
003 Chapter 3 April 2022
— Added Section 3.2.4 (offset 0x7900) to Section 3.2.41 (offset 0x7B54)
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This is Volume 2 of the 12th Generation Intel® Core™ Processors Datasheet. Volume 2
provides register information for the processor.

Refer to document #655258 for 12th Generation Intel® Core™ Processors Datasheet,

Volume 1 of 2

The processor contains one or more PCI devices within a single physical component.
The configuration registers for these devices are mapped as devices residing on the PCI
Bus assigned for the processor socket. This document describes these configuration
space registers or device-specific control and status registers only.

Updated Terminology

Existing

Updated Terminology

TDP

Processor Base Power

cTDP Down Power

Minimum Assured Power

cTDP Down Frequency

Minimum Assured Frequency

cTDP Up

Maximum Assured Power

cTDP Up Frequency

Maximum Assured Frequency

P1 Freq Processor Base Frequency
Small Core E-core
Big Core P-core
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2  Processor Configuration
Register Definitions and
Address Ranges

This chapter describes the processor configuration register, I/O, memory address
ranges and Model Specific Registers (MSRs). The chapter provides register terminology.
PCI Devices and Functions are described.

2.1 Register Terminology

Table below lists the register-related terminology and access attributes that are used in
this document. Register Attribute Modifiers table provides the attribute modifiers.

Table 2-1. Register Attributes and Terminology

Item Description
RO Read Only: These bits can only be read by software, writes have no effect. The value of the bits
is determined by the hardware only.
RW Read / Write: These bits can be read and written by software.
RWI1C Read / Write 1 to Clear: These bits can be read and cleared by software. Writing a '1' to a bit
will clear it, while writing a '0' to a bit has no effect. Hardware sets these bits.
RWOC Read / Write 0 to Clear: These bits can be read and cleared by software. Writing a '0' to a bit
will clear it, while writing a '1' to a bit has no effect. Hardware sets these bits.
RW1S Read / Write 1 to Set: These bits can be read and set by software. Writing a '1' to a bit will set
it, while writing a '0' to a bit has no effect. Hardware clears these bits.
Reserved and Preserved: These bits are reserved for future RW implementations and their
RsvdP value should not be modified by software. When writing to these bits, software should preserve
the value read. When SW updates a register that has RsvdP fields, it should read the register
value first so that the appropriate merge between the RsvdP and updated fields will occur.
RsvdZ Reserved and Zero: These bits are reserved for future RW1C implementations. Software should
use 0 for writes.
wo Write Only: These bits can only be written by software, reads return zero.
RC Read Clear: These bits can only be read by software, but a read causes the bits to be cleared.
Hardware sets these bits.
RSW1C Read Set / Write 1 to Clear: These bits can be read and cleared by software. Reading a bit will
set the bit to '1'. Writing a '1' to a bit will clear it, while writing a '0' to a bit has no effect.
RCW Read Clear / Write: These bits can be read and written by software, but a read causes the bits
to be cleared.

Table 2-2. Register Attribute Modifiers (Sheet 1 of 2)

Attribute | Applicable
Modifier Attribute

RO (w/ -
V)
RW Sticky: These bits are only re-initialized to their default value by a “Power Good

Reset” (Cold Reset).

Description

RW1C
RW1S
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Register Attribute Modifiers (Sheet 2 of 2)

Attribute | Applicable
Modifier Attribute

Description

-K RW Key: These bits control the ability to write other bits (identified with a 'Lock’
modifier)
-L RW Lock: Hardware can make these bits "Read Only” using a separate configuration
bit or other logic.
WO
-0 RW Once: After reset, these bits can only be written by software once, after which
WO they become “Read Only”.

-FW RO Firmware Write: The value of these bits can be updated by processor hardware
mechanisms that may be firmware dependent.

-V RO Variant: The value of these bits can be updated by hardware.

PCI Devices and Functions

The processor contains multiple PCI devices. The configuration registers for these
devices are mapped as devices residing on PCI Bus 0.

Device 0: Host Bridge / DRAM Controller / LLC Controller 0 — Logically this device
appears as a PCI device residing on PCI bus 0. Device 0 contains the standard PCI
header registers, PCI Express base address register, DRAM control (including
thermal/throttling control), configuration for the DMI, and other processor specific
registers.

Device 1: Host-PCI Express* Bridge (PCle Gen5) — Logically this device appears as
a “virtual” PCI-to-PCI bridge residing on PCI bus 0, and is compliant with the PCI-
to-PCI Bridge Architecture Specification, Revision 1.2. Device 1 contains the
standard PCI-to-PCI bridge registers and the standard PCI Express/PCI
configuration registers.

Device 2: Processor Graphics — Logically, this device appears as a PCI device
residing on PCI Bus 0. Device 2 contains the configuration registers for 3D, 2D, and
display functions. In addition, Device 2 is located in two separate physical locations
- Processor Graphics (GT) and Display Engine.

Device 4: Dynamic Tuning Technology (DTT) - Logically, this device appears as a
PCI device residing on PCI Bus 0. Device 4 contains the configuration registers for
the DTT device.

Device 6: Host-PCI Express* Bridge (PCle Gen4) - Logically this device appears as
a “virtual” PCI-to-PCI bridge residing on PCI bus 0, and is compliant with the PCI-

to-PCI Bridge Architecture Specification, Revision 1.2. Device 6 is a multi-function

device consisting of two functions (0 and 2). Device 6 contains the standard PCI-to-
PCI bridge registers and the standard PCI Express/PCI configuration.

Device 7: Thunderbolt PCIe Controllers - Logically this device appears as a "virtual"
PCI-to-PCI bridge residing on PCI bus 0, and is compliant with the PCI-to-PCI
Bridge Architecture Specification, Revision 1.2. Device 7 is a multi-function device
consisting of up to four functions (0, 1, 2, 3). Device 7 contains the standard PCI-
to-PCI bridge registers and the standard PCI Express/PCI configuration registers.

— Device 7 is closely associated with device 13.

Device 8: Gauss Newton Algorithm Device (GNA) - Logically, this device appears as
a PCI device residing on PCI Bus 0. Device 8 contains the configuration registers for
the Gauss Newton Algorithm Device.
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Device 9: Intel® Trace Hub. Logically, this device appears as a PCI device residing
on PCI Bus 0. Device 9 contains the configuration registers for the Trace Hub
device. Trace Hub documentation can be found at https://software.intel.com/sites/
default/files/managed/f3/47/intel-trace-hub-developers-manual-v2.pdf

Device 10: Crash Log & Telemetry Device - Logically, this device appears as a PCI
device residing on PCI Bus 0. Device 10 contains the configuration registers for the
Crash Log & Telemetry Device.

Device 13: USB-C Device - Logically, this device appears as a PCI device residing
on PCI Bus 0. Device 13 contains the following functions:

— Function 0: USB-C SuperSpeed Host Controller.
— Function 1: USB-C SuperSpeed Device Controller.
— Functions 2, 3: ThunderBolt DMA Controllers.

Device 14: Intel® Volume Management Device. Logically, this device appears as a
PCI device residing on PCI Bus 0. Device 14 contains the configuration registers for
the Volume Management Device.

Table 2-3. Processor PCI Devices and Functions

Description Device Function
HOST and DRAM Controller 0 0
PCI Express* Controller Gen5 (x8 PCle) 1 0
Processor Graphics 2 0
Dynamic Tuning Technology 4 0
Image Processing Unit 5 0
PCI Express* Controller Gen4 (x4 PCle) 6 0,2
Thunderbolt PCI Express* Controllers 7 0-3
Gauss Newton Algorithm Device 8 0
Trace Hub 9 0
Crash Log 10 0
USB-C SuperSpeed Host Controller. 0
USB-C SuperSpeed Device Controller 13 1
ThunderBolt DMA Controllers 2,3
Volume Management Device 14 0

From a configuration standpoint, the DMI is logically PCI bus 0. As a result, all devices

internal to the processor and the PCH appear to be on PCI Bus 0.

2.3 System Address Map

The processor supports 4 TB (42 bits) of addressable memory space and 64 KB+3 of

addressable I/0 space.

This section focuses on how the memory space is partitioned and how the separate
memory regions are used. I/O address space has simpler mapping and is explained

towards the end of this chapter.

DRAM capacity is limited by the number of address pins available. There is no hardware
lock to prevent more memory from being inserted than is addressable.
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In the following sections, it is assumed that all of the compatibility memory ranges
reside on the DMI Interface. The exception to this rule is VGA ranges, which may be
mapped to PCI Express*, DMI, or to the Processor Graphics device (Processor
Graphics). The processor does not remap APIC or any other memory spaces above
TOLUD (Top of Low Usable DRAM). The TOLUD register is set to the appropriate value
by BIOS. The remapbase/remaplimit registers remap logical accesses bound for
addresses above 4GB onto physical addresses that fall within DRAM.

The Address Map includes a number of programmable ranges that are not configured
using standard PCI BAR configuration:

e Device 0:

— PXPEPBAR - Memory mapped range for PCle egress port registers. (4 KB
window).

— MCHBAR - Host Memory Mapped Configuration (memory subsystem and power
management registers). (128 KB window)

— DMIBAR - This window is used to access registers associated with the
processor/PCH Serial Interconnect (DMI) register memory range. (4 KB
window).

— VTDPVCOBAR - Memory mapped range for VT-d configuration

— GFXVTBAR - Memory mapped range for VT configuration of the processor
graphics device (4KB window).

— REGBAR - Memory mapped range for System Agent registers (16 MB window).

— GGC.GMS - Graphics Mode Select. Main memory that is pre-allocated to
support the Processor Graphics device in VGA (non-linear) and Native (linear)
modes. (0 - 512 MB options).

— GGC.GGMS - GTT Graphics Memory Size. Main memory that is pre-allocated to
support the Processor Graphics Translation Table. (0 - 2 MB options).

e For all other PCI devices within the processor that expose PCI configuration space,

the behavior is according to PCI specification.

The rules for the above programmable ranges are:

1.

For security reasons, the processor positively decodes (FFEO_0000h to
FFFF_FFFFh) to DMI. This ensures the boot vector and BIOS execute off the PCH.

. ALL of these ranges should be unique and NON-OVERLAPPING. It is the BIOS or

system designer's responsibility to limit memory population so that adequate PCI,
PCI Express, High BIOS, PCI Express Memory Mapped space, and APIC memory
space can be allocated.

. In the case of overlapping ranges with memory, the memory decode will be given

priority. This is an Intel® Trusted Execution Technology (Intel® TXT) requirement.
It is necessary to get Intel TXT protection checks, avoiding potential attacks.

There are NO Hardware Interlocks to prevent problems in the case of overlapping
memory ranges.

5. Accesses to overlapped ranges may produce indeterminate results.

6. Peer-to-peer write cycles are allowed below the Top of Low Usable memory

(register TOLUD) for DMI Interface to PCI Express VGA range writes. Peer-to-peer
cycles to the Processor Graphics VGA range are not supported.
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Figure 2-1.

System Address Range Example
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DOS Legacy Address Range

The memory address range from 0 to 1 MB is known as Legacy Address. This area is
divided into the following address regions:

e 0 - 640 KB - DOS Area

e 640 - 768 KB - Legacy Video Buffer Area

e 768 - 896 KB in 16 KB sections (total of 8 sections) — Expansion Area

e 896 - 960 KB in 16 KB sections (total of 4 sections) — Extended System BIOS Area
e 960 KB - 1 MB Memory, System BIOS Area

The area between 768 KB - 1 MB is also collectively referred to as PAM (Programmable
Address Memory). All accesses to the DOS and PAM ranges from any device are sent to
DRAM. However, access to the legacy video buffer area is treated differently.

DOS Legacy Address Range

1MB
000F_FFFFh System BIOS (Upper)
000F_0000h 64 KB

960 KB
O00E_FFFFh Extended System BIOS (Lower)
000E_0000h 64 KB (16 KB x 4)

896 KB
000D_FFFFh

Expansion Area
128 KB (16 KB x 8)

000C_0000h

768 KB
000B_FFFFh

Legacy Video Area
128 KB

000A_0000h

640 KB
0009_FFFFh

DOS Area

0000_0000h

DOS Range (Oh — 9_FFFFh)

The DOS area is 640 KB (0000_0000h - 0009_FFFFh) in size and is always mapped to
the main memory.
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2.4.2 Legacy Video Area (A_0000h - B_FFFFh)

The same address region is used for both Legacy Video Area.

e lLegacy Video Area: The legacy 128 KB VGA memory range, frame buffer, at
000A_0000h - 000B_FFFFh, can be mapped to Processor Graphics (Device 2), to
PCI Express (Device 1, 6), and/or to the DMI Interface.

e Monochrome Adapter (MDA) Range: Legacy support for monochrome display
adapter

Note: The legacy video area is not available for SMM use.

2.4.2.1 Legacy Video Area

The legacy 128 KB VGA memory range, frame buffer at 000A_0000h - 000B_FFFFh,
can be mapped to Processor Graphics (Device 2), to PCI Express (Device 1, 6), and/or
to the DMI Interface.

24.2.2 Monochrome Adapter (MDA) Range

Legacy support requires the ability to have a second graphics controller (monochrome)
in the system. The monochrome adapter may be mapped to Processor Graphics
(Device 2), to PCI Express (Device 1, 6), and/or to the DMI Interface.

2.4.3 Programmable Attribute Map (PAM) (C_0000h - F_FFFFh)

PAM is a legacy BIOS ROM area in MMIO. It is overlaid with DRAM and used as a faster
ROM storage area. It has a fixed base address (000C_0000h) and fixed size of 256 KB.
The 13 sections from 768 KB to 1 MB comprise what is also known as the PAM Memory
Area. Each section has Read enable and Write enable attributes.
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Figure 2-3. PAM Region Space
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The PAM registers are mapped in Device 0 configuration space.
e ISA Expansion Area (C_0000h - D_FFFFh)
e Extended System BIOS Area (E_0000h - E_FFFFh)
e System BIOS Area (F_0000h - F_FFFFh)

The processor decodes the Core request, then routes to the appropriate destination
(DRAM or DMI).

Snooped accesses from devices to this region are snooped on processor Caches.

Graphics translated requests to this region are not allowed. If such a mapping error
occurs, the request will be routed to C_0000h. Writes will have the byte enables de-
asserted.

Lower Main Memory Address Range (1 MB -
TOLUD)

This address range extends from 1 MB to the top of Low Usable physical memory that is
permitted to be accessible by the processor (as programmed in the TOLUD register).
The processor will route all addresses within this range to the DRAM unless it falls into
the optional TSEG, optional ISA Hole or optional Processor Graphics stolen memory.

This address range is divided into two sub-ranges:
e 1 MB to TSEGMB
e TSEGMB to TOULUD
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TSEGMB indicates the TSEG Memory Base address.
Figure 2-4. Main Memory Address Range
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Main Memory
0010_0000h
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TSEGMB

16 MB

15MB

1MB

omB

2.5.1 ISA Hole (15 MB -16 MB)

The ISA Hole (starting at address FO_0000h) is enabled in the Legacy Access Control
Register in Device 0 configuration space. If no hole is created, the processor will route
the request to DRAM. If a hole is created, the processor will route the request to DMI.

Graphics translated requests to the range will always route to DRAM.

2.5.2 1 MB to TSEGMB

Processor access to this range will be directed to memory with the exception of the ISA

Hole (when enabled).
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TSEG

For processor initiated transactions, the processor relies on correct programming of
SMM Range Registers (SMRR) to enforce TSEG protection.

TSEG is below Processor Graphics stolen memory, which is at the Top of Low Usable
physical memory (TOLUD). BIOS will calculate and program the TSEG BASE in Device 0
(TSEGMB), used to protect this region from DMA access. Calculation is:

TSEGMB = TOLUD - DSM SIZE - GSM SIZE - TSEG SIZE
SMM-mode processor accesses to TSEG always access the physical DRAM.

When the extended SMRAM space is enabled, processor accesses without SMM
attribute or without write-back attribute to the TSEG range are handled as invalid
accesses.

Non-processor originated accesses such as PCI Express, DMI or processor graphics to
enabled SMM space are handled as invalid cycle type with reads and writes to location
C_0000h and byte enables turned off for writes.

Protected Memory Range (PMR) - (Programmable)

For robust and secure launch of the MVMM, the MVMM code and private data need to be
loaded to a memory region protected from bus master accesses. Support for protected
memory region is required for DMA-remapping hardware implementations on platforms
supporting Intel TXT, and is optional for non-Intel TXT platforms. Since the protected
memory region needs to be enabled before the MVMM is launched, hardware should
support enabling of the protected memory region independently from enabling the
DMA-remapping hardware.

As part of the secure launch process, the SINIT-AC module verifies the protected
memory regions are properly configured and enabled. Once launched, the MVMM can
setup the initial DMA-remapping structures in protected memory (to ensure they are
protected while being setup) before enabling the DMA-remapping hardware units.

To optimally support platform configurations supporting varying amounts of main
memory, the protected memory region is defined as two non-overlapping regions:

* Protected Low-memory Region: This is defined as the protected memory region
below 4 GB to hold the MVMM code/private data, and the initial DMA-remapping
structures that control DMA to host physical addresses below 4 GB. DMA-
remapping hardware implementations on platforms supporting Intel® TXT are
required to support protected low-memory region 5.

* Protected High-memory Region: This is defined as a variable sized protected
memory region above 4 GB, enough to hold the initial DMA-remapping structures
for managing DMA accesses to addresses above 4 GB. DMA-remapping hardware
implementations on platforms supporting Intel® TXT are required to support
protected high-memory region 6, if the platform supports main memory above
4 GB.

Once the protected low/high memory region registers are configured, bus master
protection to these regions is enabled through the Protected Memory Enable register.
For platforms with multiple DMA-remapping hardware units, each of the DMA-
remapping hardware units should be configured with the same protected memory
regions and enabled.
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2.5.5

2.5.6

2.6

DRAM Protected Range (DPR)

This protection range only applies to DMA accesses and GMADR translations. It serves a
purpose of providing a memory range that is only accessible to processor streams. The
range just below TSEGMB is protected from DMA accesses.

The DPR range works independently of any other range, including the PMRC checks in
Intel® VT-d. It occurs post any Intel® VT-d translation. Therefore, incoming cycles are
checked against this range after the Intel® VT-d translation and faulted if they hit this
protected range, even if they passed the Intel® VT-d translation.
The system will set up:

e 0 to (TSEG_BASE - DPR size - 1) for DMA traffic

e TSEG_BASE to (TSEG_BASE - DPR size) as no DMA.
After some time, software could request more space for not allowing DMA. It will get
some more pages and make sure there are no DMA cycles to the new region. DPR size

is changed to the new value. When it does this, there should not be any DMA cycles
going to DRAM to the new region.

All upstream cycles from 0 to (TSEG_BASE - 1 - DPR size), and not in the legacy holes
(VGA), are decoded to DRAM.

Pre-allocated Memory

Voids of physical addresses that are not accessible as general system memory and
reside within the system memory address range (< TOLUD) are created for SMM-mode,
legacy VGA graphics compatibility, and GFX GTT stolen memory. It is the
responsibility of BIOS to properly initialize these regions.

PCI Memory Address Range (TOLUD - 4 GB)

Top of Low Usable DRAM (TOLUD) — TOLUD is restricted to 4 GB memory (1MB
granularity), but the System Agent may support up to a much higher capacity, which is
limited by DRAM.

This address range from the top of low usable DRAM (TOLUD) to 4 GB is normally
mapped to the DMI Interface.
Device 0 exceptions are:

1. Addresses decoded to the egress port registers (PXPEPBAR)

2. Addresses decoded to the memory mapped range for Host Memory Mapped
Configuration Space registers (MCHBAR)

3. Addresses decoded to the registers associated with the PCH Serial Interconnect
(DMI) register memory range. (DMIBAR)
For each PCI Express* port, there are two exceptions to this rule:

4. Addresses decoded to the PCI Express Memory Window defined by the MBASE,
MLIMIT registers are mapped to PCI Express.

5. Addresses decoded to the PCI Express prefetchable Memory Window defined by the
PMBASE, PMLIMIT registers are mapped to PCI Express.

In Processor Graphics configurations, there are exceptions to this rule:
6. Addresses decode to the Processor Graphics translation window (GMADR)
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7. Addresses decode to the Processor Graphics translation table or Processor Graphics
registers. (GTTMMADR)
In an Intel® VT enable configuration, there are exceptions to this rule:

8. Addresses decoded to the memory mapped window to Graphics Intel® VT remap
engine registers (GFXVTBAR)

9. Addresses decoded to the memory mapped window to PEG/DMI VCO Intel® VT
remap engine registers (VTDPVCOBAR)

10. TCm accesses (to Intel ME stolen memory) from PCH do not go through Intel® VT
remap engines.

Some of the MMIO Bars may be mapped to this range or to the range above TOUUD.

There are sub-ranges within the PCI memory address range defined as APIC
Configuration Space, MSI Interrupt Space, and High BIOS address range. The
exceptions listed above for Processor Graphics and the PCI Express ports should NOT
overlap with these ranges.
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Figure 2-5. PCI Memory Address Range
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APIC Configuration Space (FECO_0000h - FECF_FFFFh)

This range is reserved for APIC configuration space. The I/O APIC(s) usually reside in
the PCH portion of the chipset, but may also exist as stand-alone components like PXH.

The IOAPIC spaces are used to communicate with IOAPIC interrupt controllers that
may be populated in the system. Since it is difficult to relocate an interrupt controller
using plug-and-play software, fixed address decode regions have been allocated for
them. Processor accesses to the default IOAPIC region (FECO_0000h to FEC7_FFFFh)
are always forwarded to DMI.

The processor optionally supports additional I/O APICs behind the PCI Express*
“Graphics” port. When enabled using the APIC_BASE and APIC_LIMIT registers
(mapped PCI Express* Configuration space offset 240h and 244h), the PCI Express*
port(s) will positively decode a subset of the APIC configuration space.

Memory requests to this range would then be forwarded to the PCI Express* port. This
mode is intended for the entry Workstation/Server SKU of the PCH, and would be
disabled in typical Desktop systems. When disabled, any access within the entire APIC
Configuration space (FECO_0000h to FECF_FFFFh) is forwarded to DMI.

HSEG (FEDA_0000h - FEDB_FFFFh)

This decode range is not supported on this processor platform.

MSI Interrupt Memory Space (FEEO_0000h — FEEF_FFFFh)

Any PCI Express* or DMI device may issue a Memory Write to OFEEx_xxxxh. This
Memory Write cycle does not go to DRAM. The system agent will forward this Memory
Write along with the data to the processor as an Interrupt Message Transaction.

High BIOS Area

For security reasons, the processor will positively decode this range to DMI. This
positive decode ensures any overlapping ranges will be ignored. This ensures that the
boot vector and BIOS execute off the PCH.

The top 2 MB (FFEO_0000h - FFFF_FFFFh) of the PCI Memory Address Range is
reserved for System BIOS (High BIOS), extended BIOS for PCI devices, and the A20
alias of the system BIOS.

The processor begins execution from the High BIOS after reset. This region is positively
decoded to DMI. The actual address space required for the BIOS is less than 2 MB.
However, the minimum processor MTRR range for this region is 2 MB; thus, the full 2
MB should be considered.

Upper Main Memory Address Space (4 GB to
TOUUD)

The maximum main memory size supported is 64 GB total DRAM memory.

A hole between TOLUD and 4 GB occurs when main memory size approaches 4 GB or
larger. As a result, TOM and TOUUD registers and REMAPBASE/REMAPLIMIT registers
become relevant.

The remap configuration registers exist to remap lost main memory space. The greater
than 32-bit remap handling will be handled similar to other MCHs.
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2.7.1

2.7.2

2.7.3

2.7.4

2.7.5

Upstream read and write accesses above 42-bit addressing will be treated as invalid
cycles by PEG and DML.

Top of Memory (TOM)

The “Top of Memory” (TOM) register reflects the total amount of populated physical
memory. This is NOT necessarily the highest main memory address (holes may exist in
main memory address map due to addresses allocated for memory mapped IO above
TOM).

The TOM was used to allocate the Intel Management Engine (Intel ME) stolen memory.
The Intel ME stolen size register reflects the total amount of physical memory stolen by
the Intel ME. The Intel ME stolen memory is located at the top of physical memory. The
Intel ME stolen memory base is calculated by subtracting the amount of memory stolen
by the Intel ME from TOM.

Top of Upper Usable DRAM (TOUUD)

The Top of Upper Usable DRAM (TOUUD) register reflects the total amount of
addressable DRAM. If remap is disabled, TOUUD will reflect TOM minus Intel ME stolen
size. If remap is enabled, then it will reflect the remap limit. When there is more than 4
GB of DRAM and reclaim is enabled, the reclaim base will be the same as TOM minus
Intel ME stolen memory size to the nearest 1 MB alignment.

Top of Low Usable DRAM (TOLUD)

TOLUD register is restricted to 4 GB memory (A[31:20]), but the processor can support
up to 64 GB, limited by DRAM pins. For physical memory greater than 4 GB, the TOUUD
register helps identify the address range between the 4 GB boundary and the top of
physical memory. This identifies memory that can be directly accessed (including
remap address calculation) that is useful for memory access indication and early path
indication. TOLUD can be 1 MB aligned.

TSEG_BASE

The “TSEG_BASE" register reflects the total amount of low addressable DRAM, below
TOLUD. BIOS will calculate memory size and program this register; thus, the system

agent has knowledge of where (TOLUD) - (Gfx stolen) - (Gfx GTT stolen) - (TSEG) is
located. I/0 blocks use this minus DPR for upstream DRAM decode.

Memory Re-claim Background

The following are examples of Memory Mapped 10 devices that are typically located
below 4 GB:

e High BIOS

e TSEG

e GFX stolen

e GTT stolen

e XAPIC

e Local APIC

e MSI Interrupts
e Mbase/Mlimit
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e Pmbase/PMlimit

¢ Memory Mapped IO space that supports only 32B addressing
The processor provides the capability to re-claim the physical memory overlapped by
the Memory Mapped 10 logical address space. The MCH re-maps physical memory from

the Top of Low Memory (TOLUD) boundary up to the 4 GB boundary to an equivalent
sized logical address range located just below the Intel ME stolen memory.

Indirect Accesses to MCHBAR Registers

Similar to prior chipsets, MCHBAR registers can be indirectly accessed using:
e Direct MCHBAR access decode:
— Cycle to memory from processor
— Hits MCHBAR base, AND
— MCHBAR is enabled, AND
— Within MMIO space (above and below 4 GB)
e GTTMMADR (10000h - 13FFFh) range -> MCHBAR decode:
— Cycle to memory from processor, AND
— Device 2 (Processor Graphics) is enabled, AND
— Memory accesses for device 2 is enabled, AND
— Targets GFX MMIO Function 0, AND

— MCHBAR is enabled or cycle is a read. If MCHBAR is disabled, only read access
is allowed.

¢ MCHTMBAR -> MCHBAR (Thermal Monitor)
— Cycle to memory from processor, AND
— Targets MCHTMBAR base
e IOBAR -> GTTMMADR -> MCHBAR.
— Follows IOBAR rules. See GTTMMADR information above as well.

Memory Remapping

An incoming address (referred to as a logical address) is checked to see if it falls in the
memory re-map window. The bottom of the re-map window is defined by the value in
the REMAPBASE register. The top of the re-map window is defined by the value in the
REMAPLIMIT register. An address that falls within this window is re-mapped to the
physical memory starting at the address defined by the TOLUD register. The TOLUD
register should be 1 MB aligned.

Hardware Remap Algorithm

The following pseudo-code defines the algorithm used to calculate the DRAM address to
be used for a logical address above the top of physical memory made available using
re-claiming.

IF (ADDRESS IN[38:20] >= REMAP BASE[35:20]) AND
(ADDRESS IN[38:20] <= REMAP LIMIT([35:20]) THEN

ADDRESS OUT([38:20] = (ADDRESS IN[38:20] - REMAP BASE[35:20]) +
0000000b & TOLUD[31:20]
ADDRESS OUT[19:0] = ADDRESS IN[19:0]
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2.9

2.9.1

Note:

PCI Express* Configuration Address Space

PCIEXBAR is located in Device 0 configuration space. The processor detects memory
accesses targeting PCIEXBAR. BIOS should assign this address range such that it will
not conflict with any other address ranges.

Graphics Memory Address Ranges

The integrated memory controller can be programmed to direct memory accesses to
the Processor Graphics when addresses are within any of the ranges specified using
registers in MCH Device 2 configuration space.

e The Graphics Memory Aperture Base Register (GMADR) is used to access graphics
memory allocated using the graphics translation table.

e The Graphics Translation Table Base Register (GTTADR) is used to access the
translation table and graphics control registers. This is part of the GTTMMADR
register.

These ranges can reside above the Top-of-Low-DRAM and below High BIOS and APIC
address ranges. They should reside above the top of memory (TOLUD) and below 4 GB
so they do not take any physical DRAM memory space.

Alternatively, these ranges can reside above 4 GB, similar to other BARs that are larger
than 32 bits in size.

GMADR is a Prefetchable range in order to apply USWC attribute (from the processor
point of view) to that range. The USWC attribute is used by the processor for write
combining.

IOBAR Mapped Access to Device 2 MMIO Space

Device 2, Processor Graphics, contains an IOBAR register. If Device 2 is enabled,
Processor Graphics registers or the GTT table can be accessed using this IOBAR. The
IOBAR is composed of an index register and a data register.

MMIO_Index: MMIO_INDEX is a 32-bit register. A 32-bit (all bytes enabled) I/O write
to this port loads the offset of the MMIO register or offset into the GTT that needs to be
accessed. An I/O Read returns the current value of this register. I/O read/write
accesses less than 32 bits in size (all bytes enabled) will not target this register.

MMIO_Data: MMIO_DATA is a 32-bit register. A 32-bit (all bytes enabled) I/O write to
this port is re-directed to the MMIO register pointed to by the MMIO-index register. An
I/0 read to this port is re-directed to the MMIO register pointed to by the MMIO-index
register. I/O read/write accesses less than 32 bits in size (all bytes enabled) will not
target this register.
The result of accesses through IOBAR can be:

e Accesses directed to the GTT table. (that is, route to DRAM)

e Accesses to Processor Graphics registers with the device.

e Accesses to Processor Graphics display registers now located within the PCH. (that
is, route to DMI).

GTT table space writes (GTTADR) are supported through this mapping mechanism.
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This mechanism to access Processor Graphics MMIO registers should NOT be used to
access VGA 1/0 registers that are mapped through the MMIO space. VGA registers
should be accessed directly through the dedicated VGA I/0 ports.

Trusted Graphics Ranges

Trusted graphics ranges are NOT supported.

System Management Mode (SMM)

The Core handles all SMM mode transaction routing. The processor does not allow I/0O
devices access to the CSEG/TSEG/HSEG ranges.

DMI Interface and PCI Express* masters are Not allowed to access the SMM
space.

SMM Regions

SMM Space Enabled Transaction Address Space DRAM Space (DRAM)
TSEG (T) (TOLUD - STOLEN - TSEG) to (TOLUD - STOLEN - TSEG) to TOLUD -
TOLUD - STOLEN STOLEN

SMM and VGA Access Through GTT TLB

Accesses through GTT TLB address translation SMM DRAM space are not allowed.
Writes will be routed to memory address 000C_0000h with byte enables de-asserted
and reads will be routed to Memory address 000C_0000h. If a GTT TLB translated
address hits VGA space, an error is recorded.

PCI Express* and DMI Interface originated accesses are never allowed to access SMM
space directly or through the GTT TLB address translation. If a GTT TLB translated
address hits enabled SMM DRAM space, an error is recorded.

PCI Express and DMI Interface write accesses through the GMADR range will not be
snooped. Only PCI Express and DMI assesses to GMADR linear range (defined using
fence registers) are supported. PCI Express and DMI Interface tileY and tileX writes to
GMADR are not supported. If, when translated, the resulting physical address is to
enable SMM DRAM space, the request will be remapped to address 000C_0000h with
de-asserted byte enables.

PCI Express and DMI Interface read accesses to the GMADR range are not supported.
Therefore, there are no address translation concerns. PCI Express and DMI Interface
reads to GMADR will be remapped to address 000C_0000h. The read will complete with
UR (unsupported request) completion status.

GTT fetches are always decoded (at fetch time) to ensure fetch is not in SMM (actually,
anything above base of TSEG or 640 KB - 1 MB). Thus, the fetches will be invalid and
go to address 000C_0000h. This is not specific to PCI Express or DMI; it also applies to
processor or Processor Graphics engines.

Intel® Management Engine (Intel® ME) Stolen
Memory Accesses

There are two ways to validly access Intel ME stolen memory:

e PCH accesses mapped to VCm will be decoded to ensure only Intel ME stolen
memory is targeted. These VCm accesses will route non-snooped directly to DRAM.
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This is the means by which the Intel ME (located within the PCH) is able to access
the Intel ME stolen range.

e The display engine is allowed to access Intel ME stolen memory as part of Intel®
KVM technology flows. Specifically, display-initiated HHP reads (for displaying a
Intel KVM technology frame) and display initiated LP non-snoop writes (for display
writing an Intel KVM technology captured frame) to Intel ME stolen memory are
allowed.

2.13 I/0 Address Space

The system agent generates either DMI Interface or PCI Express* bus cycles for all
processor I/0 accesses that it does not claim. The Configuration Address Register
(CONFIG_ADDRESS) and the Configuration Data Register (CONFIG_DATA) are used to
generate PCI configuration space access.

The processor allows 64K+3 bytes to be addressed within the I/O space. The upper 3
locations can be accessed only during I/0O address wrap-around.

A set of I/0 accesses are consumed by the Processor Graphics device if it is enabled.
The mechanisms for Processor Graphics I/O decode and the associated control is
explained in following sub-sections.

The I/0 accesses are forwarded normally to the DMI Interface bus unless they fall
within the PCI Express I/O address range as defined by the mechanisms explained
below. I/O writes are NOT posted. Memory writes to PCH or PCI Express are posted.
The PCI Express devices have a register that can disable the routing of I/0O cycles to the
PCI Express device.

The processor responds to I/O cycles initiated on PCI Express or DMI with an UR status.
Upstream I/0 cycles and configuration cycles should never occur. If one does occur, the
transaction will complete with an UR completion status.

I/0 reads that lie within 8-byte boundaries but cross 4-byte boundaries are issued from
the processor as one transaction. The reads will be split into two separate transactions.
I/0O writes that lie within 8-byte boundaries but cross 4-byte boundaries will be split
into two transactions by the processor.

2.13.1 PCI Express* I/0 Address Mapping

The processor can be programmed to direct non-memory (I/0) accesses to the PCI
Express bus interface when processor initiated I/O cycle addresses are within the PCI
Express I/O address range. This range is controlled using the I/O Base Address
(IOBASE) and I/0 Limit Address (IOLIMIT) registers in Device 1 Functions 0, 1, 2
configuration space.

Address decoding for this range is based on the following concept. The top 4 bits of the
respective I/O Base and I/O Limit registers correspond to address bits A[15:12] of an
I/0 address. For the purpose of address decoding, the device assumes that the lower
12 address bits A[11:0] of the I/O base are zero and that address bits A[11:0] of the I/
O limit address are FFFh. This forces the I/O address range alignment to a 4 KB
boundary and produces a size granularity of 4 KB.

The processor positively decodes I/0O accesses to PCI Express I/0O address space as
defined by the following equation:

I/0_Base_ Address < processor I/O Cycle Address < I/O Limit Address
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The effective size of the range is programmed by the plug-and-play configuration
software and it depends on the size of I/O space claimed by the PCI Express device.

The processor also forwards accesses to the Legacy VGA 1I/0 ranges according to the
settings in the PEG configuration registers BCTRL (VGA Enable) and PCICMD (IOAE),

unless a second adapter (monochrome) is present on the DMI Interface/PCI (or ISA).
The presence of a second graphics adapter is determined by the MDAP configuration

bit. When MDAP is set to 1, the processor will decode legacy monochrome I/0 ranges
and forward them to the DMI Interface. The I/0O ranges decoded for the monochrome
adapter are 3B4h, 3B5h, 3B8h, 3BSh, 3BAh, and 3BFh.

The PEG I/0O address range registers defined above are used for all I/O space allocation
for any devices requiring such a window on PCI-Express.

The PCICMD register can disable the routing of I/O cycles to PCI Express.

Direct Media Interface (DMI) Interface Decode
Rules

DMI does not apply to P Processors.

All "SNOOP semantic” PCI Express* transactions are kept coherent with processor
caches.

All “Snoop not required semantic” cycles reference the main DRAM address range. PCI
Express non-snoop initiated cycles are not snooped.

The processor accepts accesses from the DMI Interface to the following address
ranges:

¢ All snoop memory read and write accesses to Main DRAM including PAM region
(except stolen memory ranges, TSEG, AO0O00Oh - BFFFFh space)

e Write accesses to enabled VGA range, MBASE/MLIMIT, and PMBASE/PMLIMIT will
be routed as peer cycles to the PCI Express interface.

o Write accesses above the top of usable DRAM and below 4 GB (not decoding to PCI
Express or GMADR space) will be treated as master aborts.

e Read accesses above the top of usable DRAM and below 4 GB (not decoding to PCI
Express) will be treated as unsupported requests.

e Reads and accesses above the TOUUD will be treated as unsupported requests on
VCO.

DMI Interface memory read accesses that fall between TOLUD and 4 GB are considered
invalid and will master abort. These invalid read accesses will be reassigned to address
000C_0000h and dispatch to DRAM. Reads will return unsupported request completion.
Writes targeting PCI Express space will be treated as peer-to-peer cycles.

There is a known usage model for peer writes from DMI to PEG. A video capture card
can be plugged into the PCH PCI bus. The video capture card can send video capture
data (writes) directly into the frame buffer on an external graphics card (writes to the
PEG port). As a result, peer writes from DMI to PEG should be supported.

I/0 cycles and configuration cycles are not supported in the upstream direction. The
result will be an unsupported request completion status.
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2.14.1

2.14.2

DMI Accesses to the Processor that Cross Device
Boundaries

The processor does not support transactions that cross device boundaries. This should
not occur because PCI Express transactions are not allowed to cross a 4 KB boundary.

For reads, the processor will provide separate completion status for each naturally-
aligned 64-byte block or, if chaining is enabled, each 128-byte block. If the starting
address of a transaction hits a valid address, the portion of a request that hits that
target device (PCI Express or DRAM) will complete normally.

If the starting transaction address hits an invalid address, the entire transaction will be
remapped to address 000C_0000h and dispatched to DRAM. A single unsupported
request completion will result.

Traffic Class (TC) / Virtual Channel (VC) Mapping Details
e VCO (enabled by default)

— Snoop port and Non-snoop Asynchronous transactions are supported.

— Internal Graphics GMADR writes can occur. These writes will NOT be snooped
regardless of the snoop not required (SNR) bit.

— Processor Graphics GMADR reads (unsupported).
— Peer writes can occur. The SNR bit is ignored.

— MSI can occur. These will route and be sent to the cores as Intlogical/
IntPhysical interrupts regardless of the SNR bit.

— VLW messages can occur. These will route and be sent to the cores as VLW
messages regardless of the SNR bit.

— MCTP messages can occur. These are routed in a peer fashion.
e VC1 (Optionally enabled)

— Supports non-snoop transactions only. (Used for isochronous traffic). The PCI
Express* Egress port (PXPEPBAR) should also be programmed appropriately.

— The snoop not required (SNR) bit should be set. Any transaction with the SNR
bit not set will be treated as an unsupported request.

— MSI and peer transactions are treated as unsupported requests.

— No “pacer” arbitration or TWRR arbitration will occur. Never remaps to different
port. (PCH takes care of Egress port remapping). The PCH meters TCm Intel ME
accesses and Intel® High Definition Audio (Intel® HD Audio) TC1 access
bandwidth.

— Processor Graphics GMADR writes and GMADR reads are not supported.
e VCm accesses

— VCm access only map to Intel ME stolen DRAM. These transactions carry the
direct physical DRAM address (no redirection or remapping of any kind will
occur). This is how the PCH Intel ME accesses its dedicated DRAM stolen space.

— DMI block will decode these transactions to ensure only Intel ME stolen
memory is targeted, and abort otherwise.

— VCm transactions will only route non-snoop.
— VCm transactions will not go through VTd remap tables.
— The remapbase/remaplimit registers to not apply to VCm transactions.
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Figure 2-6. Example: DMI Upstream VCO Memory Map

TOM = total physical DRAM

TOUUD

writes -> peer write (if matching PEG range else invalid)
reads -> Invalid transaction

mem writes -> Route based on SNR bit
mem reads -> Route based on SNR bit

mem writes -> CPU (IntLogical/IntPhysical)
mem reads -> Invalid transaction

mem writes -> non-snoop mem write
mem reads -> invalid transaction

mem writes -> peer write (based on Dev1 VGA en) else invalid

s Mmemreads -> Invalid transaction
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2.15

2.15.1

2.16

PCI Express* Interface Decode Rules

All "SNOOP semantic” PCI Express* transactions are kept coherent with processor
caches. All "Snoop not required semantic” cycles should reference the direct DRAM
address range. PCI Express non-snoop initiated cycles are not snooped. If a "Snoop not
required semantic” cycle is outside of the address range mapped to system memory,
then it will proceed as follows:
¢ Reads: Sent to DRAM address 000C_0000h (non-snooped) and will return
“unsuccessful completion”.

e Writes: Sent to DRAM address 000C_0000h (non-snooped) with byte enables all
disabled Peer writes from PEG to DMI are not supported.

If PEG bus master enable is not set, all reads and writes are treated as unsupported
requests.

TC/VC Mapping Details

e VCO (enabled by default)
e Snoop port and Non-snoop Asynchronous transactions are supported.

— Processor Graphics GMADR writes can occur. Unlike FSB chipsets, these will
NOT be snooped regardless of the snoop not required (SNR) bit.

— Processor Graphics GMADR reads (unsupported).

— Peer writes are only supported between PEG ports. PEG to DMI peer write
accesses are NOT supported.

— MSI can occur. These will route to the cores (IntLogical/IntPhysical) regardless
of the SNR bit.

e VC1 is not supported.
e VCm is not supported.

Legacy VGA and I/0 Range Decode Rules

The legacy 128 KB VGA memory range 000A_0000h - 000B_FFFFh can be mapped to
Processor Graphics (Device 2), PCI Express (Device 1 Functions), and/or to the DMI
interface depending on the programming of the VGA steering bits. Priority for VGA
mapping is constant in that the processor always decodes internally mapped devices
first. Internal to the processor, decode precedence is always given to Processor
Graphics. The processor always positively decodes internally mapped devices, namely
the Processor Graphics. Subsequent decoding of regions mapped to either PCI Express
port or the DMI Interface depends on the Legacy VGA configurations bits (VGA Enable
and MDAP).

For the remainder of this section, PCI Express can refer to either the device 1 port
functions.

VGA range accesses will always be mapped as UC type memory.

Accesses to the VGA memory range are directed to Processor Graphics depend on the
configuration. The configuration is specified by:
e Processor Graphics controller in Device 2 is enabled (DEVEN.D2EN bit 4)

e Processor Graphics VGA in Device 0 Function 0 is enabled through register GGC bit
1.
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e Processor Graphics's memory accesses (PCICMD2 04h - 05h, MAE bit 1) in Device

2 configuration space are enabled.

e VGA compatibility memory accesses (VGA Miscellaneous Output register - MSR
Register, bit 1) are enabled.

e Software sets the proper value for VGA Memory Map Mode register (VGA GR06
Register, bits 3:2). See the following table for translations.

Table 2-5.

Processor Graphics Frame Buffer Accesses

Memory Access
GR06(3:2)

A0000h - AFFFFh

B0O0O0Oh - B7ZFFFh MDA

B8000h - BFFFFh

00

Processor Graphics

Processor Graphics

Processor Graphics

01

Processor Graphics

PCI Express bridge or DMI
interface

PCI Express bridge or DMI
interface

10

PCI Express bridge or DMI
interface

Processor Graphics

PCI Express bridge or DMI
interface

11

PCI Express bridge or DMI
interface

PCI Express bridge or DMI
interface

Processor Graphics

Note:

Additional qualification within Processor Graphics comprehends internal MDA support.

The VGA and MDA enabling bits detailed below control segments not mapped to
Processor Graphics.

VGA I/0 range is defined as addresses where A[15:0] are in the ranges 03B0h to
03BBh, and 03CO0Oh to 03DFh. VGA I/0 accesses are directed to Processor Graphics

depends on the following configuration:

¢ Processor Graphics controller in Device 2 is enabled through register DEVEN.D2EN

bit 4.

e Processor Graphics VGA in Device 0 Function 0 is enabled through register GGC bit

1.

e Processor Graphics's I/O accesses (PCICMD2 04 - 05h, IOAE bit 0) in Device 2 are

enabled.

e VGA I/0 decodes for Processor Graphics uses 16 address bits (15:0) there is no
aliasing. This is different when compared to a bridge device (Device 1) that used
only 10 address bits (A 9:0) for VGA I/0O decode.

¢ VGA I/O input/output address select (VGA Miscellaneous Output register - MSR
Register, bit 0) is used to select mapping of I/O access as defined in the following

table.
Table 2-6.

Processor Graphics VGA I/0 Mapping

I/0 Access
MSRbO

3CX 3DX

3BOh - 3BBh

3BCh - 3BFh

Processo
r
Graphics

PCI Express bridge
or DMI interface

Processor Graphics

PCI Express bridge or
DMI interface

Processo

N
Graphics

Processor Graphics

PCI Express bridge or
DMI interface

PCI Express bridge or
DMI interface

Note:

Additional qualification within Processor Graphics comprehends internal MDA support.

The VGA and MDA enabling bits detailed below control ranges not mapped to Processor

Graphics.
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For regions mapped outside of the Processor Graphics (or if Processor Graphics is
disabled), the legacy VGA memory range AO000Oh - BFFFFh are mapped to the DMI
Interface or PCI Express depending on the programming of the VGA Enable bit in the
BCTRL configuration register in the PEG configuration space, and the MDAPxx bits in
the Legacy Access Control (LAC) register in Device 0 configuration space. The same
register controls mapping VGA I/0O address ranges. The VGA I/0 range is defined as
addresses where A[9:0] are in the ranges 3B0h to 3BBh and 3C0h to 3DFh (inclusive of
ISA address aliases — A[15:10] are not decoded). The function and interaction of these
two bits is described below:

VGA Enable: Controls the routing of processor initiated transactions targeting VGA
compatible I/O and memory address ranges. When this bit is set, the following
processor accesses will be forwarded to the PCI Express:

e Memory accesses in the range 0A0000h to OBFFFFh

e I/O addresses where A[9:0] are in the ranges 3B0h to 3BBh and 3COh to 3DFh
(including ISA address aliases — A[15:10] are not decoded)

When this bit is set to a “1":

e Forwarding of these accesses issued by the processor is independent of the I/O
address and memory address ranges defined by the previously defined base and
limit registers.

e Forwarding of these accesses is also independent of the settings of the ISA Enable
settings if this bit is “1”.
e Accesses to I/O address range x3BCh - x3BFh are forwarded to the DMI Interface.

When this bit is set to a “0":

e Accesses to I/O address range x3BCh - x3BFh are treated like any other I/O
accesses; the cycles are forwarded to PCI Express if the address is within IOBASE
and IOLIMIT and ISA enable bit is not set. Otherwise, these accesses are forwarded
to the DMI interface.

e VGA compatible memory and I/O range accesses are not forwarded to PCI Express
but rather they are mapped to the DMI Interface, unless they are mapped to PCI
Express using I/0 and memory range registers defined above (IOBASE, IOLIMIT)

The following table shows the behavior for all combinations of MDA and VGA.
Table 2-7. VGA and MDA IO Transaction Mapping

VGA_en MDAP Range Destination Exceptions / Notes
0 0 VGA, MDA DMI interface
0 1 Illegal Undefined behavior results
1 0 VGA PCI Express
1 1 VGA PCI Express
1 1 MDA DMI interface i):ws;lzsfra]c; x3BEh will also go to DMI

The same registers control mapping of VGA I/0O address ranges. The VGA I/0 range is
defined as addresses where A[9:0] are in the ranges 3B0h to 3BBh and 3COh to 3DFh
(inclusive of ISA address aliases — A[15:10] are not decoded). The function and
interaction of these two bits is described below.

MDA Present (MDAP): This bit works with the VGA Enable bit in the BCTRL register of

Device 1 to control the routing of processor-initiated transactions targeting MDA
compatible I/O and memory address ranges. This bit should not be set when the VGA
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Enable bit is not set. If the VGA enable bit is set, accesses to I/0O address range x3BCh
- X3BFh are forwarded to the DMI Interface. If the VGA enable bit is not set, accesses
to I/0 address range x3BCh - x3BFh are treated just like any other I/O accesses; that
is, the cycles are forwarded to PCI Express if the address is within IOBASE and IOLIMIT
and the ISA enable bit is not set; otherwise, the accesses are forwarded to the DMI
Interface. MDA resources are defined as the following:

MDA Resources

Range Type Address

Memory 0B0000h - 0B7FFFh

1/0 3B4h, 3B5h, 3B8h, 3B9h, 3BAh, 3BFh (Including ISA address aliases, A[15:10] are not used
in decode)

Any I/0 reference that includes the I/0 locations listed above, or their aliases, will be
forwarded to the DMI interface even if the reference includes I/0 locations not listed
above.

For I/O reads that are split into multiple DWord accesses, this decode applies to each
DWord independently. For example, a read to x3B3h and x3B4h (quadword read to
x3B0h with BE#=E7h) will result in a DWord read from PEG at 3BOh (BE#=Eh), and a
DWord read from DMI at 3B4h (BE=7h). Since the processor will not issue I/O writes
crossing the DWord boundary, this case does not exist for writes.

Summary of decode priority:
e Processor Graphics VGA, if enabled, gets:
— 03CO0h - 03CFh: always
— 03B0h - 03BBh: if MSR[0]=0 (MSR is I/0 register 03C2h)
— 03D0Oh - 03DFh: if MSR[0]=1
03BCh - 03BFh never decodes to Processor Graphics; 3BCh - 3BEh are parallel port I/
Os, and 3BFh is only used by true MDA devices.
e Else, if MDA Present (if VGA on PEG is enabled), DMI gets:

— x3B4,5,8,9,A,F (any access with any of these bytes enabled, regardless of the
other BEs)

e Else, if VGA on PEG is enabled, PEG gets:
— X3B0h - x3BBh
— X3CO0h - x3CFh
— x3D0h - x3DFh
e Else, if ISA Enable=1, DMI gets:
— upper 768 bytes of each 1K block
e Else, IOBASE/IOLIMIT apply.

I/0 Mapped Registers

The processor contains two registers that reside in the processor I/O address space -
the Configuration Address (CONFIG_ADDRESS) Register and the Configuration Data
(CONFIG_DATA) Register. The Configuration Address Register enables/disables the
configuration space and determines what portion of configuration space is visible
through the Configuration Data window.
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3 Host Bridge and DRAM
Controller (DO:FO)

This chapter documents the Host Bridge and DRAM Controller.

Table 3-1. Summary of Host Bridge and DRAM Controller (DO:F0)
Host Bridge/DRAM Registers (D0:FO0)

Processor Memory Controller (MCHBAR) Registers

Power Management (MCHBAR) Registers

Host Controller (MCHBAR) Registers

Direct Media Interface BAR (DMIBAR) Registers

REGBAR Registers

PCI Express Egress Port BAR (PXPEPBAR) Registers

VTDPVCOBAR Registers

Graphics VT BAR (GFXVTBAR) Registers

GTTMMADR (MCHBAR) Registers

3.1 Host Bridge/DRAM Registers (DO:FO)
Host Bridge/DRAM Controller. This chapter documents the registers in: Bus 0, Device 0,
Function 0.
3.1.1 Summary of Registers
Table 3-2. Summary of Bus: 0, Device: 0, Function: 0 Registers
Size . .
Offset (Bytes) Register Name (Register Symbol) Default Value
oh 2 Vendor ID (VID_0_0_0_PCI) 8086h
2h 2 Device ID (DID_0_0_0_PCI) 9A00h
4h 2 PCI Command (PCICMD_0_0_0_PCI) 0006h
6h 2 PCI Status (PCISTS_0_0_0_PCI) 0090h
8h 1 Revision Identification (RID_0_0_0_PCI) 00h
Sh 1 Class Code Programming Interface (CC_PI_0_0_0_PCI) 00h
Ah 2 Basic Class Code (CC_BCC_0_0_0_PCI) 0600h
Eh 1 Header Type (HDR_0_0_0_PCI) 00h
2Ch 2 Subsystem Vendor Identification (SVID_0_0_0_PCI) 0000h
2Eh 2 Subsystem Identification (SID_0_0_0_PCI) 0000h
34h 1 Capabilities Pointer (CAPPTR_0_0_0_PCI) EOh
40h 8 PCI Express Egress Port Base Address (PXPEPBAR_0_0_0_PCI) 00000000000000
00h
MCHBAR Base Address Register (MCHBAR_0_0_0_PCI) 00000000000000
48h 8 00h
50h 2 Graphics Control (GGC_0_0_0_PCI) 0500h
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Offset (Bs;:ees) Register Name (Register Symbol) Default Value
54h 4 Device Enable (DEVEN_0_0_0_PCI) 0003D4DFh
58h 4 Protected Audio Video Path Control (PAVPC_0_0_0_PCI) 00000001h
5Ch 4 DMA Protected Range (DPR_0_0_0_PCI) 00000000h
60h 8 PCIEXBAR Base Address Register (PCIEXBAR_0_0_0_PCI) gggOOOOOOOOOOO
68h 8 DMIBAR Base Address Register (DMIBAR_0_0_0_PCI) 88200000000000
80h 1 Programmable Attribute Map 0 (PAMO_0_0_0_PCI) 00h
81h 1 Programmable Attribute Map 1 (PAM1_0_0_0_PCI) 00h
82h 1 Programmable Attribute Map 2 (PAM2_0_0_0_PCI) 00h
83h 1 Programmable Attribute Map 3 (PAM3_0_0_0_PCI) 00h
84h 1 Programmable Attribute Map 4 (PAM4_0_0_0_PCI) 00h
85h 1 Programmable Attribute Map 5 (PAM5_0_0_0_PCI) 00h
86h 1 Programmable Attribute Map 6 (PAM6_0_0_0_PCI) 00h
87h 1 Legacy Access Control (LAC_0_0_0_PCI) 10h
AOh 8 Top of Memory (TOM_0_0_0_PCI) 8830007FFFF000
Agh 8 Top of Upper Usable DRAM (TOUUD_0_0_0_PCI) 88200000000000
BOh 4 Base Data of Stolen Memory (BDSM_0_0_0_PCI) 00000000h
B4h 4 Base of GTT Stolen Memory (BGSM_0_0_0_PCI) 00100000h
B8h 4 TSEG Memory Base (TSEGMB_0_0_0_PCI) 00000000h
BCh 4 Top of Low Usable DRAM (TOLUD_0_0_0_PCI) 00100000h
C8h 2 Error Status (ERRSTS_0_0_0_PCI) 0000h
CAh 2 Error Command (ERRCMD_0_0_0_PCI) 0000h
CCh 2 SMI DMI Special Cycle (SMICMD_0_0_0_PCI) 0000h
CEh 2 SMI DMI Special Cycle (SCICMD_0_0_0_PCI) 0000h
DCh 4 Scratchpad Data (SKPD_0_0_0_PCI) 00000000h
E4h 4 Capabilities A (CAPIDO_A_0_0_0_PCI) 00000000h
E8h 4 Capabilities B (CAPIDO_B_0_0_0_PCI) 00000000h
ECh 4 Capabilities C (CAPIDO_C_0_0_0_PCI) 00000000h
FOh 4 Capabilities E (CAPIDO_E_0_0_0_PCI) 00000000h

Vendor ID (VID_0_0_0_PCI) — Offset Oh

This register combined with the Device Identification register uniquely identifies any
PCI device.
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Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + Oh 8086h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
15:0 8086h Vendor ID (VID):
' RO PCI standard identification for Intel.
3.1.3 Device ID (DID_0_0_0_PCI) — Offset 2h
This register combined with the Vendor Identification register uniquely identifies any
PCI device.
Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + 2h 9A00h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B P
Range Access Field Name (ID): Description
15:8 9Ah Device ID MSB (DID_MSB):
' RO Upper byte of the Device ID.
7:0 00h Device ID LSB (DID_LSB):
’ RO Lower byte of the Device ID.
3.1.4 PCI Command (PCICMD_0_0_0_PCI) — Offset 4h

Since Device #0 does not physically reside on PCI_A many of the bits are not
implemented.
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Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + 4h 0006h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
15:10 RO Reserved
Fast Back-To-Back (FB2B):
9 Oh Fast Back-to-Back Enable: This bit controls whether or not the master can do fast
RO back-to-back write. Since device 0 is strictly a target this bit is not implemented and
is hardwired to 0. Writes to this bit position have no effect.
SERR Enable (SERRE):
SERR Enable: This bit is a global enable bit for Device 0 SERR messaging. The CPU
communicates the SERR condition by sending an SERR message over DMI to the
PCH.
1: The CPU is enabled to generate SERR messages over DMI for specific Device 0
error conditions that are individually enabled in the ERRCMD and DMIUEMSK
3 Oh registers. The error status is reported in the ERRSTS, PCISTS, and DMIUEST
RW registers.
0: The SERR message is not generated by the Host for Device 0.
This bit only controls SERR messaging for Device 0. Other integrated devices have
their own SERRE bits to control error reporting for error conditions occurring in each
device. The control bits are used in a logical OR manner to enable the SERR DMI
message mechanism.
OPI N/A
oh Parity Error Enable (ADSTEP):
7 RO Address/Data Stepping Enable: Address/data stepping is not implemented in the
CPU, and this bit is hardwired to 0. Writes to this bit position have no effect.
Parity Error Enable (PERRE):
oh OPI - N/A Parity Error Enable: Controls whether or not the Master Data Parity Error
6 RW bit in the PCI Status register can bet set.
0: Master Data Parity Error bit in PCI Status register can NOT be set.
1: Master Data Parity Error bit in PCI Status register CAN be set.
oh Video Palette Snooping (VGASNOOP):
5 RO VGA Palette Snoop Enable: The CPU does not implement this bit and it is hardwired to
a 0. Writes to this bit position have no effect.
Memory Write and Invalidate Enable (MWIE):
4 Oh Memory Write and Invalidate Enable: The CPU will never issue memory write and
RO invalidate commands. This bit is therefore hardwired to 0. Writes to this bit position
will have no effect.
oh Special Cycle Enable (SCE):
3 RO Special Cycle Enable: The CPU does not implement this bit and it is hardwired to a 0.
Writes to this bit position have no effect.
1h Bus Master Enable (BME):
2 RO Bus Master Enable: The CPU is always enabled as a master on the backbone. This bit
is hardwired to a 1. Writes to this bit position have no effect.
Memory Access Enable (MAE):
1h Memory Access Enable: The CPU always allows access to main memory, except when
1 RO such access would violate security principles. Such exceptions are outside the scope

of PCI control. This bit is not implemented and is hardwired to 1. Writes to this bit
position have no effect.
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Bit Default &

Range Access Field Name (ID): Description

oh I/0 Access Enable (IOAE):

0 RO I/O Access Enable: This bit is not implemented in the CPU and is hardwired to a 0.
Writes to this bit position have no effect.

3.1.5 PCI Status (PCISTS_0_0_0_PCI) — Offset 6h

This status register reports the occurrence of error events on Device 0s PCI interface.
Since Device 0 does not physically reside on PCI_A many of the bits are not
implemented.

Type Size Offset Default

PCI 16 bit [B:0, D:0, F:0] + 6h 0090h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
15 Oh DPE:
RW/1C/V Detected Parity Error: This bit is set when this Device receives a Poisoned TLP.
SSE:
Signaled System Error: This bit is set to 1 when Device 0 generates an SERR
14 Oh message over DMI for any enabled Device 0 error condition. Device 0 error conditions

RW/1C/V are enabled in the PCICMD, ERRCMD, and DMIUEMSK registers. Device 0 error flags
are read/reset from the PCISTS, ERRSTS, or DMIUEST registers. Software clears this
bit by writing a 1 to it.

RMAS:

13 Oh Received Master Abort Status: This bit is set when the CPU generates a DMI request
RW/1C/V that receives an Unsupported Request completion packet. Software clears this bit by
writing a 1 to it.

RTAS:
12 Oh Received Target Abort Status: This bit is set when the CPU generates a DMI request
RW/1C/V that receives a Completer Abort completion packet. Software clears this bit by writing
altoit
STAS:
11 Oh Signaled Target Abort Status: The CPU will not generate a Target Abort DMI
RO completion packet or Special Cycle. This bit is not implemented and is hardwired to a
0. Writes to this bit position have no effect.
DEVT:
10:9 Oh DEVSEL Timing: These bits are hardwired to 00. Writes to these bit positions have no
' RO affect. Device 0 does not physically connect to PCI_A. These bits are set to 00 (fast

decode) so that optimum DEVSEL timing for PCI_A is not limited by the Host.

Master Data Parity Error Detected (DPD):

oh Master Data Parity Error Detected: This bit is set when DMI received a Poisoned
8 RW/1C/V completion from PCH.
This bit can only be set when the Parity Error Enable bit in the PCI Command register
is set.
Fast Back-To-Back (FB2B):
7 1ih This bit is hardwired to 1. Writes to these bit positions have no effect. Device 0 does
RO not physically connect to PCI_A. This bit is set to 1 (indicating fast back-to-back

capability) so that the optimum setting for PCI_A is not limited by the Host.
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Bit Default & . . A
Range Access Field Name (ID): Description
Oh
6 RO Reserved
5 Oh 66MHz PCI Capable (MC66):
RO Hardwired to 0.
Capability List (CLIST):
Capability List: This bit is hardwired to 1 to indicate to the configuration software that
4 1h this device/function implements a list of new capabilities. A list of new capabilities is
RO accessed via register CAPPTR at configuration address offset 34h. Register CAPPTR
contains an offset pointing to the start address within configuration space of this
device where the Capability Identification register resides.
Oh
3:0 RO Reserved

Revision Identification (RID_0_0_0_PCI) — Offset 8h

This register contains the revision humber of Device #0.

These bits are read only and writes to this register have no effect.

Type Size Offset Default
PCI 8 bit [B:0, D:0, F:0] + 8h 00h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
7:4 Oh Revision ID MSB (RID_MSB):
' RO Four upper bits of the Revision ID
3:0 Oh Revision ID (RID):
' RO Four lower bits of the Revision ID

Class Code Programming Interface (CC_PI_0_0_O_PCI) —
Offset 9h

This register (split from original CC) identifies a register-specific programming
interface.
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Type Size Offset Default
PCI 8 bit [B:0, D:0, F:0] + 9h 00h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
PI:
7:0 00h Programming Interface: This is an 8-bit value that indicates the programming
’ RO interface of this device. This value does not specify a particular register set layout

and provides no practical use for this device.

3.1.8 Basic Class Code (CC_BCC_0_0_0_PCI) — Offset Ah
This register (split from original CC) identifies the basic function of the device and a
more specific sub-class.
Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + Ah 0600h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . -
Range Access Field Name (ID): Description
06h BCC:
15:8 RO Base Class Code: This is an 8-bit value that indicates the base class code for the Host
Bridge device. This code has the value 06h, indicating a Bridge device.
00h SUBCC:
7:0 RO Sub-Class Code: This is an 8-bit value that indicates the category of Bridge into
which the Host Bridge device falls. The code is 00h indicating a Host Bridge.
3.1.9 Header Type (HDR_0_0_0O_PCI) — Offset Eh

This register identifies the header layout of the configuration space. No physical
register exists at this location.
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Type Size Offset Default
PCI 8 bit [B:0, D:0, F:0] + Eh 00h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description

HDR:

7:0 00h PCI Header: This field always returns 0 to indicate that the Host Bridge is a single

' RO function device with standard header layout. Reads and writes to this location have

no effect.

Subsystem Vendor Identification (SVID_0_0_0_PCI) —
Offset 2Ch

This value is used to identify the vendor of the subsystem.

Type Size Offset Default

PCI 16 bit [B:0, D:0, F:0] + 2Ch 0000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . T
Range Access Field Name (ID): Description
SUBVID:
15:0 0000h Subsystem Vendor ID: This field should be programmed during boot-up to indicate
) RW/L the vendor of the system board. After it has been written once, it becomes read only.

Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.SUBVIDWOS

Subsystem Identification (SID_0_0_0_PCI) — Offset 2Eh

This value is used to identify a particular subsystem.
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Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + 2Eh 0000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
SUBID:
15:0 0000h Subsystem ID: This field should be programmed during BIOS initialization. After it
' RW/L has been written once, it becomes read only.
Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.SUBIDWOS

3.1.12 Capabilities Pointer (CAPPTR_0_0O_0O_PCI) — Offset 34h

The CAPPTR provides the offset that is the pointer to the location of the first device
capability in the capability list.

Type Size Offset Default
PCI 8 bit [B:0, D:0, F:0] + 34h EOh
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B P
Range Access Field Name (ID): Description

EOh CAPPTR:

7:0 RO Capabilities Pointer: Pointer to the offset of the first capability ID register block. In

this case the first capability is the product-specific Capability Identifier (CAPIDO).

3.1.13 PCI Express Egress Port Base Address
(PXPEPBAR_0_0_0_PCI) — Offset 40h

This is the base address for the PCI Express Egress Port MMIO Configuration space.
There is no physical memory within this 4KB window that can be addressed. The 4KB
reserved by this register does not alias to any PCI 2.3 compliant memory mapped
space. On reset, the EGRESS port MMIO configuration space is disabled and must be
enabled by writing a 1 to PXPEPBAREN [Dev 0, offset 40h, bit 0].

All the bits in this register are locked in Intel TXT mode.
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Type Size Offset Default

PCI 64 bit [B:0, D:0, F:0] + 40h 0000000000000000n

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved

PXPEPBAR:

This field corresponds to bits 41 to 12 of the base address PCI Express Egress Port
00000000 | MMIO configuration space. BIOS will program this register resulting in a base address
41:12 h for a 4KB block of contiguous memory address space. This register ensures that a

’ naturally aligned 4KB space is allocated within the first 512GB of addressable

RW memory space. System Software uses this base address to program the PCI Express
Egress Port MMIO register set. All the bits in this register are locked in Intel TXT
mode.

Oh

11:1 RO Reserved
PXPEPBAR Enable (PXPEPBAREN):
0 Oh 0: PXPEPBAR is disabled and does not claim any memory
RW 1: PXPEPBAR memory mapped accesses are claimed and decoded appropriately

This register is locked by Intel TXT.

MCHBAR Base Address Register (MCHBAR_O0_0_0O_PCI) —
Offset 48h

This is the base address for the Host Memory Mapped Configuration space.
There is no physical memory within this 128KB window that can be addressed.

The 128KB reserved by this register does not alias to any PCI 2.3 compliant memory
mapped space.

On reset, the Host MMIO Memory Mapped Configuration space is disabled and must be
enabled by writing a 1 to MCHBAREN [Dev 0, offset48h, bit 0].

All the bits in this register are locked in Intel TXT mode.

The register space contains memory control, initialization, timing, buffer strength
registers, clocking registers and power and thermal management registers.
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Type Size Offset Default
PCI 64 bit [B:0, D:0, F:0] + 48h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved
MCHBAR:
This field corresponds to bits 41 to 17 of the base address Host Memory Mapped
0000000h | configuration space. BIOS will program this register resulting in a base address for a
41:17 RW 128KB block of contiguous memory address space. This register ensures that a
naturally aligned 128KB space is allocated within the first 512GB of addressable
memory space. System Software uses this base address to program the Host
Memory Mapped register set. All the bits in this register are locked in Intel TXT mode.
Oh
16:1 RO Reserved
MCHBAREN:
0 Oh 0: MCHBAR is disabled and does not claim any memory
RW 1: MCHBAR memory mapped accesses are claimed and decoded appropriately
This register is locked in Intel TXT mode.

3.1.15

All the bits in this register are Intel TXT lockable.

Graphics Control (GGC_0_0_0_PCI) — Offset 50h

Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + 50h 0500h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . I
Range Access Field Name (ID): Description
GMS:
This field is used to select the amount of Main Memory that is pre-allocated to
support the Internal Graphics device in VGA (non-linear) and Native (linear) modes.
The BIOS ensures that memory is pre-allocated only when Internal graphics is
h enabled.
15:8 05 This register is also Intel TXT lockable.
RW/L Hardware does not clear or set any of these bits automatically based on IGD being
disabled/enabled.
BIOS Requirement: BIOS must not set this field to Oh if IVD (bit 1 of this register) is
0.
Locked by: GGC_0_0_0_PCI.GGCLCK
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Bit
Range

Default &
Access

Field Name (ID): Description

7:6

oh
RW/L

GGMS:

This field is used to select the amount of Main Memory that is pre-allocated to
support the Internal Graphics Translation Table. The BIOS ensures that memory is
pre-allocated only when Internal graphics is enabled.

GSM is assumed to be a contiguous physical DRAM space with DSM, and BIOS needs
to allocate a contiguous memory chunk. Hardware will derive the base of GSM from
DSM only using the GSM size programmed in the register.

Hardware functionality in case of programming this value to Reserved is not
guaranteed.

Locked by: GGC_0_0_0_PCI.GGCLCK

5:3

Oh
RO

Reserved

Oh
RW/L

VAMEN:

Enables the use of the iGFX engines for Versatile Acceleration.

1 - iGFX engines are in Versatile Acceleration Mode. Device 2 Class Code is 038000h.
0 - iGFX engines are in iGFX Mode. Device 2 Class Code is 030000h.

Locked by: GGC_0_0_0_PCI.GGCLCK

Oh
RW/L

IVD:
0: Enable. Device 2 (IGD) claims VGA memory and IO cycles
1: Disable. Device 2 (IGD) does not claim VGA cycles (Mem and IO)

BIOS Requirement: If a value of 1 is written, GGC[VAMEN] (ie. bit 2 in this register)
should be also written to '1 so the sub-class field changes to 80.

BIOS Requirement: BIOS must not set this bit to 0 if the GMS field (bits 7:3 of this
register) pre-allocates no memory.

Locked by: GGC_0_0_0_PCI.GGCLCK

Oh
RW/L

GGCLCK:
When set to 1b, this bit will lock all bits in this register.
Locked by: GGC_0_0_0_PCI.GGCLCK

3.1.16 Device Enable (DEVEN_O_O0_0_PCI) — Offset 54h

Allows for enabling/disabling of PCI devices and functions that are within the CPU

package. The table below the bit definitions describes the behavior of all combinations
of transactions to devices controlled by this register. All the bits in this register are Intel
TXT Lockable.

Type Size Offset Default
PCI 32 bit [B:0, D:0, F:0] + 54h 0003D4DFh
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . L
Range Access Field Name (ID): Description
Oh
31:19 RO Reserved
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R:r:tge Df\i:::l:s& Field Name (ID): Description
D6F1EN:
oh 0: Bus 0 Device 6 Function 1 is disabled and not visible.
18 RW/L 1: Bus 0 Device 6 Function 1 is enabled and visible.
This bit will be set to Ob and remain 0b if Device 6 Function 1 capability is disabled.
Locked by: CAPIDO_C_0_0_0_PCI.PEG61D
D10OEN:
1h 0: Bus 0 Device 10 is disabled and not visible.
17 RW/L 1: B_us 0 Device _1_0 is_ en_abled and visible. This bit will be set to Ob and remain 0b if
Device 10 capability is disabled.
Locked by: CAPIDO_B_0_0_0_PCI.DEV10_DISABLED
D6F2EN:
1h 0: Bus 0 Device 6 Function 2 is disabled and not visible.
16 RW/L 1: Bus 0 Device 6 Function 2 is enabled and visible.
This bit will be set to Ob and remain 0b if Device 6 Function 2 capability is disabled.
Locked by: CAPIDO_C_0_0_0_PCI.PEG62D
D8EN:
1h 0: Bus 0 Device 8 is disabled and not visible.
15 RW/L 1: Bus 0 Device 8 is enabled and visible.
This bit will be set to Ob and remain 0b if Device 8 capability is disabled.
Locked by: CAPIDO_B_0_0_0_PCI.GMM_DIS
D14FOEN:
1h VMD Enable -
14 RW/L 0: Bus 0 Device 14 Function 0 is disabled and hidden.
1: Bus 0 Device 14 Function 0 is enabled and visible.
Locked by: CAPIDO_B_0_0_0_PCI.VMD_DIS
D6FOEN:
oh 0: Bus 0 Device 6 Function 0 is disabled and not visible.
13 RW/L 1: Bus 0 Device 6 Function 0 is enabled and visible.
This bit will be set to Ob and remain 0b if Device 6 Function 0 capability is disabled.
Locked by: CAPIDO_A_0_0_0_PCI.PEG60D
D9EN:
1h 0: Bus 0 Device 9 is disabled and not visible.
12 RW/L 1: Bus 0 Device 9 is enabled and visible.
This bit will be set to Ob and remain 0b if Device 9 capability is disabled.
Locked by: CAPIDO_B_0_0_0_PCI.NPK_DIS
11 gg Reserved
D5EN:
1h 0: Bus 0 Device 5 is disabled and not visible.
10 RW/L 1: Bus 0 Device 5 is enabled and visible.
This bit will be set to Ob and remain 0b if Device 5 capability is disabled.
Locked by: CAPIDO_B_0_0_0_PCI.IMGU_DIS
9:8 gg Reserved
D4EN:
1h 0: Bus 0 Device 4 is disabled and not visible.
7 RW/L 1: Bus 0 Device 4 is enabled and visible.
This bit will be set to Ob and remain 0b if Device 4 capability is disabled.
Locked by: CAPIDO_A_0_0_0_PCI.CDD
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RaBr:E_;e D:E:E:::Ists& Field Name (ID): Description
D3F7EN:
NVMe - Device 3 function 7 enable
6 1h 0: Bus 0 Device 3 function 7 is disabled and hidden
RW/L 1: Bus 0 Device 3 function 7 is enabled and visible
This bit will be set to Ob and remain 0b if Device 3 capability is disabled.
Locked by: CAPIDO_A_0_0_0_PCI.NVME_F7D
D3FOEN:
NVMe - Device 3 function 0 enable
oh 0: Bus 0 Device 3 function 0 is disabled and hidden
5 RW/L 1: Bus 0 Device 3 function 0 is enabled and visible
This bit will be set to Ob and remain 0Ob if Device 3 capability is disabled.
Locked with CAPIDO_A_0_0_0_PCI[31].NVME_FOD
Locked by: CAPIDO_A_0_0_0_PCI.NVME_FOD
D2EN:
1h 0: Bus 0 Device 2 is disabled and hidden
4 RW/L 1: Bus 0 Device 2 is enabled and visible
This bit will be set to Ob and remain Ob if Device 2 capability is disabled.
Locked by: CAPIDO_A_0_0_0_PCI.IGD
D1FOEN:
1h 0: Bus 0 Device 1 Function 0 is disabled and hidden.
3 RW/L 1: Bus 0 Device 1 Function 0 is enabled and visible.
This bit will be set to Ob and remain Ob if PEG10 capability is disabled.
Locked by: CAPIDO_A_0_0_0_PCI.PEG10D
D1F1EN:
2 1h 0: Bus 0 Device 1 Function 1 is disabled and hidden.
RW/L 1: Bus 0 Device 1 Function 1 is enabled and visible.
Locked by: CAPIDO_A_0_0_0_PCI.PEG11D
D1F2EN:
1 1h 0: Bus 0 Device 1 Function 2 is disabled and hidden.
RW/L 1: Bus 0 Device 1 Function 2 is enabled and visible.
Locked by: CAPIDO_A_0_0_0_PCI.PEG12D
0 1h DOEN:
RO Bus 0 Device 0 Function 0 may not be disabled and is therefore hardwired to 1.

3.1.17 Protected Audio Video Path Control (PAVPC_0_0_0_PCI)
— Offset 58h

All the bits in this register are locked by Intel TXT. When locked the R/W bits are RO.
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Type Size Offset Default
PCI 32 bit [B:0, D:0, F:0] + 58h 00000001h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
PCMBASE:
Sizes supported: 1M, 2M, 4M and 8M.
Base value programmed (from Top of Stolen Memory) itself defines the size of the
1 000h WOPCM.
31:20 RW/L Separate WOPCM size programming is redundant information and not required.
Default 1M size programming. 4M recommended.
This register is locked (becomes read-only) when PAVPE = 1b.
Locked by: PAVPC_0_0_0_PCI.PAVPLCK
Oh
19:7 RO Reserved
ASMFEN:
ASMF method enabled
6 Oh Ob Disabled (default).
RW/L 1b Enabled.
This register is locked when PAVPLCK is set.
Locked by: PAVPC_0_0_0_PCI.PAVPLCK
Oh
5 RO Reserved
OVTATTACK:
Override of Unsolicited Connection State Attack and Terminate.
4 Oh 0: Disable Override. Attack Terminate allowed.
RW/L 1: Enable Override. Attack Terminate disallowed.
This register bit is locked when PAVPE is set.
Locked by: PAVPC_0_0_0_PCI.PAVPLCK
HVYMODSEL:
This bit is applicable only for PAVP2 operation mode or for PAVP3 mode only if the
per-App memory configuration is disabled.
0: Lite Mode (Non-Serpent mode)
3 Oh 1: Serpent Mode
RW/L For PAVP3 mode, this one type boot time programming has been replaced by per-App
programming (through the Media Crypto Copy command). Note that PAVP2 or PAVP3
mode selection is done by
programming bit 8 of the MFX_MODE - Video Mode register.
Locked by: PAVPC_0_0_0_PCI.PAVPLCK
PAVP Lock (PAVPLCK):
oh This bit locks all writable contents in this register when set (including itself).
2 RW/L Only a hardware reset can unlock the register again. This lock bit needs to be set only
if PAVP is enabled (bit 1 of this register is asserted).
Locked by: PAVPC_0_0_0_PCI.PAVPLCK
PAVPE:
oh 0: PAVP functionality is disabled.
1 RW/L 1: PAVP functionality is enabled.
This register is locked when PAVPLCK is set.
Locked by: PAVPC_0_0_0_PCI.PAVPLCK

Datasheet Volume 2 of 2

79



intel.

3.1.18

80

Host Bridge and DRAM Controller (DO:FO0)

Bit
Range

Default &
Access

Field Name (ID): Description

1h
RW/L

PCME:
This field enables Protected Content Memory within Graphics Stolen Memory.

This memory is the same as the WOPCM area, whose size is defined by bit 5 of this
register.

This register is locked when PAVPLOCK is set.

A value of 0 in this field indicates that Protected Content Memory is disabled, and
cannot be programmed in this manner when PAVP is enabled.

A value of 1 in this field indicates that Protected Content Memory is enabled, and is
the only programming option available when PAVP is enabled.

For non-PAVP3 Mode, even for Lite mode configuration, this bit should be
programmed to 1 and HVYMODESEL = 0).

This bit should always be programmed to 1 if bits 1 and 2 (PAVPE and PAVP lock bits)
are both set.

With per-application Memory configuration support, the range check for the WOPCM
memory area should always happen when this bit is set, regardless of Lite mode,
Serpent mode, PAVP2 or PAVP3 mode programming.

Locked by: PAVPC_0_0_0_PCI.PAVPLCK

DMA Protected Range (DPR_0_0_0_PCI) — Offset 5Ch

DMA protected range register.

Type Size Offset Default
PCI 32 bit [B:0, D:0, F:0] + 5Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . L
Range Access Field Name (ID): Description
000h TOPOFDPR:
31:20 RW/V/L Top address + 1 of DPR. This is the base of TSEG. Bits 19:0 of the BASE reported
here are 0x0_0000.
Oh
19:12 RO Reserved
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Bit Default & . ) P
Range Access Field Name (ID): Description
DPRSIZE:
This is the size of memory, in MB, that will be protected from DMA accesses. A value
of 0x00 in this field means no additional memory is protected. The maximum amount
of memory that will be protected is 255 MB.
The amount of memory reported in this field will be protected from all DMA accesses,
including translated CPU accesses and graphics. The top of the protected range is the
BASE of TSEG -1.
Note: If TSEG is not enabled, then the top of this range becomes the base of stolen
graphics, or ME stolen space or TOLUD, whichever would have been the location of
11:4 00h TSEG, assuming it had been enabled.
RW/L The DPR range works independently of any other range, including the NoDMA.TABLE
protection or the PMRC checks in VTd, and is done post any VTd translation or Intel
TXT NoDMA lookup. Therefore incoming cycles are checked against this range after
the VTd translation and faulted if they hit this protected range, even if they passed
the VTd translation or were clean in the NoDMA lookup.
All the memory checks are ORed with respect to NOT being allowed to go to memory.
So if either PMRC, DPR, NoDMA table lookup, NoDMA.TABLE.PROTECT OR a VTd
translation disallows the cycle, then the cycle is not allowed to go to memory. Or in
other words, all the above checks must pass before a cycle is allowed to DRAM.
Locked by: DPR_0_0_0_PCI.LOCK
Oh
3 RO Reserved
EPM:
This field controls DMA accesses to the DMA Protected Range (DPR) region.
0: DPR is disabled
> Oh 1: DPR is enabled. All DMA requests accessing DPR region are blocked.
RW/L HW reports the status of DPR enable/disable through the PRS field in this register.
When this bit change, one must have to wait till the status (PRS) has updated before
changing it again.
Locked by: DPR_0_0_0_PCI.LOCK
PRS:
1 Oh This field indicates the status of DPR.
RW/V/L 0: DPR protection disabled
1: DPR protection enabled
LOCK:
0 Oh All bits which may be updated by SW in this register are locked down when this bit is
RW/L set.
Locked by: DPR_0_0_0_PCI.LOCK

3.1.19 PCIEXBAR Base Address Register (PCIEXBAR_O0_0_0_PCI)
— Offset 60h

Defines the PCIEXBAR base address.
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Type Size Offset Default
PCIL 64 bit [B:0, D:0, F:0] + 60h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved
PCIEXBAR:
This field corresponds to bits 41 to 32 of the base address for PCI Express enhanced
configuration space including bus segments. BIOS will program this register resulting
in a base address for a contiguous memory address space. The size of the range is
defined by bits [3:1] of this register. This Base address shall be assigned on a
boundary consistent with the number of buses (defined by the Length field in this
3 000h register) above TOLUD and still within the 39-bit addressable memory space. The
41:31 RW address bits decoded depend on the length of the region defined by this register. The
address used to access the PCI Express configuration space for a specific device can
be determined as follows:
PCI Express Base Address +Segment Number*256MB+ Bus Number * 1MB + Device
Number * 32KB + Function Number * 4KB
This address is the beginning of the 4KB space that contains both the PCI compatible
configuration space and the PCI Express extended configuration space.
oh ADMSK1024:
30 RW/V This bit is either part of the PCI Express Base Address (R/W) or part of the Address
Mask (RO, read 0b), depending on the value of bits [3:1] in this register.
oh ADMSK512:
29 RW/V This bit is either part of the PCI Express Base Address (R/W) or part of the Address
Mask (RO, read 0Ob), depending on the value of bits [3:1] in this register.
oh ADMSK256:
28 RW/V This bit is either part of the PCI Express Base Address (R/W) or part of the Address
Mask (RO, read 0b), depending on the value of bits [3:1] in this register.
oh ADMSK128:
27 RW/V This bit is either part of the PCI Express Base Address (R/W) or part of the Address
Mask (RO, read 0b), depending on the value of bits [3:1] in this register.
oh ADMSK64:
26 RW/V This bit is either part of the PCI Express Base Address (R/W) or part of the Address
Mask (RO, read 0Ob), depending on the value of bits [3:1] in this register.
Oh
25:4 RO Reserved
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Bit Default & . . i
Range Access Field Name (ID): Description
LENGTH:
This field describes the length of this region.
000: 256MB (buses 0-255). Bits 38:28 are decoded in the PCI Express Base Address
Field.
001: 128MB (buses 0-127). Bits 38:27 are decoded in the PCI Express Base Address
Field.
010: 64MB (buses 0-63). Bits 38:26 are decoded in the PCI Express Base Address
Field.
Oh

3:1 RW 011: 512MB (buses 0-512). Bits 38:29 are decoded in the PCI Express Base Address
Field.
100: 1024MB (buses 0-1024). Bits 38:30 are decoded in the PCI Express Base
Address Field.
101: 2048MB (buses 0-2048). Bits 38:31 are decoded in the PCI Express Base
Address Field.
110: 4096MB (buses 0-4096). Bits 38:32 are decoded in the PCI Express Base
Address Field.
111:Rreserved.

0 Oh PCIEXBAREN:
RW PCIEX BAR Enable

3.1.20 DMIBAR Base Address Register (DMIBAR_O0_O0_0_PCI) —
Offset 68h

This is the base address for the Root Complex configuration space. This window of
addresses contains the Root Complex Register set for the PCI Express Hierarchy
associated with the Host Bridge. There is no physical memory within this 4KB window
that can be addressed. The 4KB reserved by this register does not alias to any PCI 2.3
compliant memory mapped space. On reset, the Root Complex configuration space is
disabled and must be enabled by writing a 1 to DMIBAREN [Dev 0, offset 68h, bit 0] All
the bits in this register are locked in Intel TXT mode.

Type Size Offset Default
PCI 64 bit [B:0, D:0, F:0] + 68h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved
DMIBAR:
This field corresponds to bits 41 to 12 of the base address DMI configuration space.
00000000 | B1OS will program this register resulting in a base address for a 4KB block of
41:12 | h contiguous memory address space. This register ensures that a naturally aligned 4KB
RW space is allocated within the first 512GB of addressable memory space. System
Software uses this base address to program the DMI register set. All the Bits in this
register are locked in Intel TXT mode.
Oh
11:1 RO Reserved
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Bit Default & . . A
Range Access Field Name (ID): Description
DMIBAREN:
0 Oh 0: DMIBAR is disabled and does not claim any memory
RW 1: DMIBAR memory mapped accesses are claimed and decoded appropriately
This register is locked by Intel TXT.

Programmable Attribute Map 0 (PAMO0_0_0_0_PCI) —
Offset 80h

This register controls the read, write and shadowing attributes of the BIOS range from
F_0000h to F_FFFFh. The Uncore allows programmable memory attributes on 13 legacy
memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cache-ability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Type Size Offset Default

PCI 8 bit [B:0, D:0, F:0] + 80h 00h

Register Level Access:

BIOS Access SMM Access OS Access
RW R RW
Bit Default & . ) .
Range Access Field Name (ID): Description
Oh
7:6 RO Reserved
HIENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from OF_0000h to OF_FFFFh.
c.a Oh 00: DRAM Disabled. All accesses are directed to DMI.
' RW/L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK
Oh
3:1 RO Reserved
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Bit Default & . . .
Range Access Field Name (ID): Description
oh LOCK:
0 RW/L If this bit is set, all of the PAM* registers are locked (cannot be written)
Locked by: PAMO_0_0_0_PCI.LOCK

Programmable Attribute Map 1 (PAM1_0_0_0_PCI) —
Offset 81h

This register controls the read, write and shadowing attributes of the BIOS range from
C_0000h to C_7FFFh. The Uncore allows programmable memory attributes on 13
legacy memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cache-ability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Type Size Offset Default

PCI 8 bit [B:0, D:0, F:0] + 81h 00h

Register Level Access:

BIOS Access SMM Access OS Access

RW R RW

Bit Default & . ) A
Range Access Field Name (ID): Description
Oh
7:6 RO Reserved
HIENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from 0C_4000h to OC_7FFFh.
4 oh 00: DRAM Disabled. All accesses are directed to DMI.
5 RW/L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK
Oh
3:2 RO Reserved
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Bit | Default& Field Name (ID): Description

Range Access
LOENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from 0C0000h to OC3FFFh.
oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.
1:0 RW/L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.

10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

Locked by: PAMO_0_0_0_PCI.LOCK

Programmable Attribute Map 2 (PAM2_0_0_0_PCI) —
Offset 82h

This register controls the read, write and shadowing attributes of the BIOS range from
C_8000h to C_FFFFh. The Uncore allows programmable memory attributes on 13
legacy memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cache-ability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Type Size Offset Default

PCI 8 bit [B:0, D:0, F:0] + 82h 00h

Register Level Access:

BIOS Access SMM Access OS Access
RW R RW
Bit Default & . ) I
Range Access Field Name (ID): Description
Oh
7:6 RO Reserved
HIENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from 0CCOO0Oh to OCFFFFh.
4 Oh 00: DRAM Disabled. All accesses are directed to DMI.
5 RW/L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK
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R:r:tge Df\fz::lsts& Field Name (ID): Description

3:2 gg Reserved
LOENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from 0C8000h to OCBFFFh.

Oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.

1:0 RW/L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK

Programmable Attribute Map 3 (PAM3_0_0_0_PCI) —
Offset 83h

This register controls the read, write and shadowing attributes of the BIOS range from
D0000h to D7FFFh. The Uncore allows programmable memory attributes on 13 legacy
memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cache-ability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Type Size Offset Default

PCI 8 bit [B:0, D:0, F:0] + 83h 00h

Register Level Access:

BIOS Access SMM Access OS Access

RW R RW

Bit Default & . ) A
Range Access Field Name (ID): Description
Oh
7:6 RO Reserved
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RaBr:tge D/e\:-;iglsts& Field Name (ID): Description
HIENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from 0D4000h to OD7FFFh.
oh 00: DRAM Disabled. All accesses are directed to DMI.
5:4 RW/L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK
3:2 gg Reserved
LOENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from 0D0O00Oh to OD3FFFh.
oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.
1:0 RW/L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK

Programmable Attribute Map 4 (PAM4_0_0_0_PCI) —
Offset 84h

This register controls the read, write and shadowing attributes of the BIOS range from
D8000h to DFFFFh. The Uncore allows programmable memory attributes on 13 legacy
memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cache-ability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,

Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Datasheet Volume 2 of 2



Host Bridge and DRAM Controller (DO:FO0) I n te I
®

3.1.26

Type Size Offset Default

PCI 8 bit [B:0, D:0, F:0] + 84h 00h

Register Level Access:

BIOS Access SMM Access OS Access
RW R RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
7:6 RO Reserved
HIENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from 0DC000h to ODFFFFh.
5.4 Oh 00: DRAM Disabled. All accesses are directed to DMI.
' RW/L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK
Oh
3:2 RO Reserved
LOENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from 0D8000h to ODBFFFh.
11 Oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.
0 RW/L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK

Programmable Attribute Map 5 (PAM5_0_0_0_PCI) —
Offset 85h

This register controls the read, write and shadowing attributes of the BIOS range from
E_0000h to E_7FFFh. The Uncore allows programmable memory attributes on 13
legacy memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cache-ability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.
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Type Size Offset Default

PCI 8 bit [B:0, D:0, F:0] + 85h 00h

Register Level Access:

BIOS Access SMM Access OS Access
RW R RW
Bit Default & . . .
Range Access Field Name (ID): Description
Oh
7:6 RO Reserved
HIENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from 0E4000h to OE7FFFh.
54 oh 00: DRAM Disabled. All accesses are directed to DMI.
' RW/L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK
Oh
3:2 RO Reserved
LOENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from OEO00Oh to OE3FFFh.
1: oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.
:0 RW/L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK

Programmable Attribute Map 6 (PAM6_0_0_0_PCI) —
Offset 86h

This register controls the read, write and shadowing attributes of the BIOS range from
E_8000h to E_FFFFh. The Uncore allows programmable memory attributes on 13
legacy memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cache-ability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,

Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.
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Type Size Offset Default

PCI 8 bit [B:0, D:0, F:0] + 86h 00h

Register Level Access:

BIOS Access SMM Access OS Access

RW R RW

R:r:tge Dle-!\i:ac:lsts& Field Name (ID): Description
7:6 gg Reserved
HIENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from OECO0Oh to OEFFFFh.
Oh 00: DRAM Disabled. All accesses are directed to DMI.
5:4 RW/L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK
Oh
3:2 RO Reserved
LOENABLE:
This field controls the steering of read and write cycles that address the BIOS area
from OE8000h to OEBFFFh.
Oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.
1:0 RW/L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Locked by: PAMO_0_0_0_PCI.LOCK

3.1.28 Legacy Access Control (LAC_0_0_0_PCI) — Offset 87h

This 8-bit register controls steering of MDA cycles and a fixed DRAM hole from 15-
16MB.

There can only be at most one MDA device in the system.
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Type Size Offset Default
PCI 8 bit [B:0, D:0, F:0] + 87h 10h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
HEN:
This field enables a memory hole in DRAM space. The DRAM that lies behind this
- oh space is not remapped.
RW 0: No memory hole.
1: Memory hole from 15MB to 16MB.
This bit is Intel TXT lockable.
Oh
6:5 RO Reserved
MDAPCIE:
This bit works with the VGA Enable bits in the BCTRL register of Non PEG devices to
control the routing of CPU initiated transactions targeting MDA compatible I/O and
4 1h memory address ranges. This bit should be set to 1 by default.

RW It is assumed that these devices will not need to support legacy MDA graphics.
However this single bit is added just to support this rare case of using MDA over
these devices.

The behavior of this bit field is identical to bits [3:0]
MDAPG60:
This bit works with the VGA Enable bits in the BCTRL register of Device 1 Function 2
to control the routing of CPU initiated transactions targeting MDA compatible I/O and
memory address ranges. This bit should not be set if device 1 function 2 VGA Enable
bit is not set.
If device 1 function 2 VGA enable bit is not set, then accesses to I0 address range
x3BCh-x3BFh remain on the backbone.
If the VGA enable bit is set and MDA is not present, then accesses to I0 address
range x3BCh-x3BFh are forwarded to PCI Express through device 1 function 2 if the
address is within the corresponding IOBASE and IOLIMIT, otherwise they remain on
the backbone.
MDA resources are defined as the following:
Memory: 0BO000h - 0B7FFFh

o 1/0: 3B4h, 3B5h, 3B8h, 3B9h, 3BAh, 3BFh,

3 aW (including ISA address aliases, A[15:10] are not used in decode)

Any I/0 reference that includes the I/0 locations listed above, or their aliases, will
remain on the backbone even if the reference also includes I/0 locations not listed
above.

The following table shows the behavior for all combinations of MDA and VGA:
VGAEN MDAP Description

0 0 All References to MDA and VGA space are not claimed by Device 1 Function 2.
0 1 Illegal combination

1 0 All VGA and MDA references are routed to PCI Express Graphics Attach device 1
function 2.

1 1 All VGA references are routed to PCI Express Graphics Attach device 1 function 2.
MDA references are not claimed by device 1 function 2.

VGA and MDA memory cycles can only be routed across PEG12 when MAE
(PCICMD12[1]) is set. VGA and MDA 1/0 cycles can only be routed across PEG12 if
IOAE (PCICMD12[0]) is set.
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Bit Default & . ) A
Range Access Field Name (ID): Description
MDAP12:
This bit works with the VGA Enable bits in the BCTRL register of Device 1 Function 2
to control the routing of CPU initiated transactions targeting MDA compatible I/O and
memory address ranges. This bit should not be set if device 1 function 2 VGA Enable
bit is not set.
If device 1 function 2 VGA enable bit is not set, then accesses to IO address range
x3BCh-x3BFh remain on the backbone.
If the VGA enable bit is set and MDA is not present, then accesses to IO address
range x3BCh-x3BFh are forwarded to PCI Express through device 1 function 2 if the
address is within the corresponding IOBASE and IOLIMIT, otherwise they remain on
the backbone.
MDA resources are defined as the following:
Memory: 0BO000Oh - 0B7FFFh
h I/0: 3B4h, 3B5h, 3B8h, 3B9h, 3BAh, 3BFh,
2 gW (including ISA address aliases, A[15:10] are not used in decode)

Any I/0 reference that includes the I/0 locations listed above, or their aliases, will
remain on the backbone even if the reference also includes I/0 locations not listed
above.
The following table shows the behavior for all combinations of MDA and VGA:
VGAEN MDAP Description
0 0 All References to MDA and VGA space are not claimed by Device 1 Function 2.
0 1 Illegal combination
1 0 All VGA and MDA references are routed to PCI Express Graphics Attach device 1
function 2.
1 1 All VGA references are routed to PCI Express Graphics Attach device 1 function 2.
MDA references are not claimed by device 1 function 2.
VGA and MDA memory cycles can only be routed across PEG12 when MAE
(PCICMD12[1]) is set. VGA and MDA I/0 cycles can only be routed across PEG12 if
IOAE (PCICMD12[0]) is set.
MDAP11:
This bit works with the VGA Enable bits in the BCTRL register of Device 1 Function 1
to control the routing of CPU initiated transactions targeting MDA compatible I/O and
memory address ranges. This bit should not be set if device 1 function 1 VGA Enable
bit is not set.
If device 1 function 1 VGA enable bit is not set, then accesses to 10 address range
x3BCh-x3BFh remain on the backbone.
If the VGA enable bit is set and MDA is not present, then accesses to 10 address
range x3BCh-x3BFh are forwarded to PCI Express through device 1 function 1 if the
address is within the corresponding IOBASE and IOLIMIT, otherwise they remain on
the backbone.
MDA resources are defined as the following:
Memory: 0B0000h - OB7FFFh

oh I/0: 3B4h, 3B5h, 3B8h, 3BSh, 3BAh, 3BFh,

1 (including ISA address aliases, A[15:10] are not used in decode)

RW Any I/0 reference that includes the I/0 locations listed above, or their aliases, will
remain on the backbone even if the reference also includes I/O locations not listed
above.

The following table shows the behavior for all combinations of MDA and VGA:
VGAEN MDAP Description

0 0 All References to MDA and VGA space are not claimed by Device 1 Function 1.
0 1 Illegal combination

1 0 All VGA and MDA references are routed to PCI Express Graphics Attach device 1
function 1.

1 1 All VGA references are routed to PCI Express Graphics Attach device 1 function 1.
MDA references are not claimed by device 1 function 1.

VGA and MDA memory cycles can only be routed across PEG11 when MAE
(PCICMD11[1]) is set. VGA and MDA 1/0 cycles can only be routed across PEG11 if
IOAE (PCICMD11[0]) is set.
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Bit
Range

Default &
Access

Field Name (ID): Description

Oh
RW

MDAP10:

This bit works with the VGA Enable bits in the BCTRL register of Device 1 Function 0
to control the routing of CPU initiated transactions targeting MDA compatible I/O and
memory address ranges. This bit should not be set if device 1 function 0 VGA Enable
bit is not set.

If device 1 function 0 VGA enable bit is not set, then accesses to IO address range
x3BCh-x3BFh remain on the backbone.

If the VGA enable bit is set and MDA is not present, then accesses to I0 address
range x3BCh-x3BFh are forwarded to PCI Express through device 1 function 0 if the
address is within the corresponding IOBASE and IOLIMIT, otherwise they remain on
the backbone.

MDA resources are defined as the following:

Memory: 0B0O000h - OB7FFFh

I/0: 3B4h, 3B5h, 3B8h, 3BSh, 3BAh, 3BFh,

(including ISA address aliases, A[15:10] are not used in decode)

Any I/0 reference that includes the I/0 locations listed above, or their aliases, will
remain on the backbone even if the reference also includes I/0 locations not listed
above.

The following table shows the behavior for all combinations of MDA and VGA:
VGAEN MDAP Description

0 0 All References to MDA and VGA space are not claimed by Device 1 Function 0.

0 1 Illegal combination

1 0 All VGA and MDA references are routed to PCI Express Graphics Attach device 1
function 0.

1 1 All VGA references are routed to PCI Express Graphics Attach device 1 function 0.
MDA references are not claimed by device 1 function 0.

VGA and MDA memory cycles can only be routed across PEG10 when MAE
(PCICMD10[1]) is set. VGA and MDA 1/0 cycles can only be routed across PEG10 if
IOAE (PCICMD10[0]) is set.

3.1.29 Top of Memory (TOM_0_0_0_PCI) — Offset AOh

This Register contains the size of physical memory.

BIOS determines the memory size reported to the OS using this Register.

Type Size Offset Default
PCI 64 bit [B:0, D:0, F:0] + AOh 0000007FFFFO0000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) T
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved
TOM:
This register reflects the total amount of populated physical memory. This is NOT
07FFFFh necessarily the highest main memory address (holes may exist in main memory
41:20 RW/L address map due to addresses allocated for memory mapped IO). These bits
/ correspond to address bits 41:20 (1MB granularity). Bits 19:0 are assumed to be 0.
All the bits in this register are locked in Intel TXT mode.
Locked by: TOM_0_0_0_PCI.LOCK
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Bit Default & . . s
Range Access Field Name (ID): Description
Oh
19:1 RO Reserved
oh LOCK:
0 RW/L This bit will lock all writable settings in this register, including itself.
Locked by: TOM_0_0_0_PCI.LOCK

3.1.30 Top of Upper Usable DRAM (TOUUD_O0_0_0_PCI) — Offset
A8h

This 64 bit register defines the Top of Upper Usable DRAM.

Configuration software must set this value to TOM minus all ME stolen memory if
reclaim is disabled. If reclaim is enabled, this value must be set to reclaim limit +
1byte, 1MB aligned, since reclaim limit is 1MB aligned. Address bits 19:0 are assumed
to be 000_0000h for the purposes of address comparison. The Host interface positively
decodes an address towards DRAM if the incoming address is less than the value
programmed in this register and greater than or equal to 4GB.

BIOS Restriction: Minimum value for TOUUD is 4GB.
These bits are Intel TXT lockable.

Type Size Offset Default

PCI 64 bit [B:0, D:0, F:0] + A8h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . B _—
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved
TOUUD:
This register contains bits 41 to 20 of an address one byte above the maximum
DRAM memory above 4G that is usable by the operating system. Configuration
software must set this value to TOM minus all ME stolen memory if reclaim is
000000h disabled. If reclaim is enabled, this value must be set to reclaim limit 1MB aligned
41:20 since reclaim limit + 1byte is 1MB aligned. Address bits 19:0 are assumed to be
RW/L 000_0000h for the purposes of address comparison. The Host interface positively
decodes an address towards DRAM if the incoming address is less than the value
programmed in this register and greater than 4GB.
All the bits in this register are locked in Intel TXT mode.
Locked by: TOUUD_0_0_0_PCI.LOCK
Oh
19:1 RO Reserved
oh LOCK:
0 RW/L This bit will lock all writable settings in this register, including itself.
Locked by: TOUUD_0_0_0_PCI.LOCK
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Base Data of Stolen Memory (BDSM_0_0_0_PCI) — Offset
BOh

This register contains the base address of graphics data stolen DRAM memory. BIOS
determines the base of graphics data stolen memory by subtracting the graphics data
stolen memory size (PCI Device 0 offset 52 bits 7:4) from TOLUD (PCI Device 0 offset
BC bits 31:20).

Type Size Offset Default

PCI 32 bit [B:0, D:0, F:0] + BOh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW R R

Bit Default & . . I
Range Access Field Name (ID): Description
BDSM:
This register contains bits 31 to 20 of the base address of stolen DRAM memory.
31:20 000h BIOS determines the base of graphics stolen memory by subtracting the graphics
' RW/L stolen memory size (PCI Device 0 offset 50 bits 15:8) from TOLUD (PCI Device 0
offset BC bits 31:20).
Locked by: BDSM_0_0_0_PCI.LOCK
Oh
19:1 RO Reserved
oh LOCK:
0 RW/L This bit will lock all writable settings in this register, including itself.
Locked by: BDSM_0_0_0_PCI.LOCK

Base of GTT Stolen Memory (BGSM_0_0_0_PCI) — Offset
B4h

This register contains the base address of stolen DRAM memory for the GTT. BIOS
determines the base of GTT stolen memory by subtracting the GTT graphics stolen

memory size (PCI Device 0 offset 52 bits 9:8) from the Graphics Base of Data Stolen
Memory (PCI Device 0 offset BO bits 31:20).
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Type Size Offset Default
PCI 32 bit [B:0, D:0, F:0] + B4h 00100000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
BGSM:
This register contains the base address of stolen DRAM memory for the GTT. BIOS
31:20 001h determines the base of GTT stolen memory by subtracting the GTT graphics stolen
) RW/L memory size (PCI Device 0 offset 50 bits 7:6) from the Graphics Base of Data Stolen
Memory (PCI Device 0 offset BO bits 31:20).
Locked by: BGSM_0_0_0_PCI.LOCK
Oh
19:1 RO Reserved
oh LOCK:
0 RW/L This bit will lock all writable settings in this register, including itself.
Locked by: BGSM_0_0_0_PCI.LOCK

3.1.33

TSEG Memory Base (TSEGMB_0_0_0_PCI) — Offset B8h

This register contains the base address of TSEG DRAM memory. BIOS determines the
base of TSEG memory which must be at or below Graphics Base of GTT Stolen Memory
(PCI Device 0 Offset B4 bits 31:20).

NOTE: BIOS must program TSEGMB to a 8MB naturally aligned boundary.

Type Size Offset Default
PCI 32 bit [B:0, D:0, F:0] + B8h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) -
Range Access Field Name (ID): Description
TSEGMB:
This register contains the base address of TSEG DRAM memory. BIOS determines the
31:20 000h base of TSEG memory which must be at or below Graphics Base of GTT Stolen
) RW/L Memory (PCI Device 0 Offset B4 bits 31:20). BIOS must program the value of
TSEGMB to be the same as BGSM when TSEG is disabled.
Locked by: TSEGMB_0_0_0_PCI.LOCK
Oh
19:1 RO Reserved
oh LOCK:
0 RW/L This bit will lock all writable settings in this register, including itself.
Locked by: TSEGMB_0_0_0_PCI.LOCK
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Top of Low Usable DRAM (TOLUD_O0_0_0_PCI) — Offset
BCh

This 32 bit register defines the Top of Low Usable DRAM. TSEG, GTT Graphics memory
and Graphics Stolen Memory are within the DRAM space defined. From the top, the
Host optionally claims 1 to 64MBs of DRAM for internal graphics if enabled, 1or 2MB of
DRAM for GTT Graphics Stolen Memory (if enabled) and 1, 2, or 8 MB of DRAM for TSEG
if enabled.

Programming Example:

C1DRB3 is set to 4GB

TSEG is enabled and TSEG size is set to 1MB

Internal Graphics is enabled, and Graphics Mode Select is set to 32MB

GTT Graphics Stolen Memory Size set to 2MB

BIOS knows the OS requires 1G of PCI space.

BIOS also knows the range from 0_FECO0_0000h to O_FFFF_FFFFh is not usable by the
system. This 20MB range at the very top of addressable memory space is lost to APIC
and Intel TXT.

According to the above equation, TOLUD is originally calculated to: 4GB =
1_0000_0000h

The system memory requirements are: 4GB (max addressable space) - 1GB PCI space)
- 35MB (lost memory) = 3GB - 35MB (minimum granularity) = 0_ECB0_0000h

Since 0_ECBO0_0000h (PCI and other system requirements) is less than
1_0000_0000h, TOLUD should be programmed to ECBh.

These bits are Intel TXT lockable.
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Type Size Offset Default
PCI 32 bit [B:0, D:0, F:0] + BCh 00100000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
TOLUD:
This register contains bits 31 to 20 of an address one byte above the maximum
DRAM memory below 4G that is usable by the operating system. Address bits 31
down to 20 programmed to 01h implies a minimum memory size of 1MB.
Configuration software must set this value to the smaller of the following 2 choices:
maximum amount memory in the system minus ME stolen memory plus one byte or
the minimum address allocated for PCI memory. Address bits 19:0 are assumed to be
1h 0_0000h for the purposes of address comparison. The Host interface positively
31:20 00 decodes an address towards DRAM if the incoming address is less than the value
RW/L programmed in this register.
The Top of Low Usable DRAM is the lowest address above both Graphics Stolen
memory and TSEG. BIOS determines the base of Graphics Stolen Memory by
subtracting the Graphics Stolen Memory Size from TOLUD and further decrements by
TSEG size to determine base of TSEG. All the Bits in this register are locked in Intel
TXT mode.
This register must be 1MB aligned when reclaim is enabled.
Locked by: TOLUD_0_0_0_PCI.LOCK
Oh
19:1 RO Reserved
oh LOCK:
0 RW/L This bit will lock all writable settings in this register, including itself.
Locked by: TOLUD_0_0_0_PCI.LOCK

Error Status (ERRSTS_0_0_0_PCI) — Offset C8h

Please refer to doc #655741 for details.

Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + C8h 0000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B P
Range Access Field Name (ID): Description

Oh

15:0 RO Reserved
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Error Command (ERRCMD_0_0_0_PCI) — Offset CAh

This register controls the Host Bridge responses to various system errors. Since the
Host Bridge does not have an SERRB signal, SERR messages are passed from the CPU
to the PCH over DMI.

When a bit in this register is set, a SERR message will be generated on DMI whenever
the corresponding flag is set in the ERRSTS register. The actual generation of the SERR
message is globally enabled for Device #0 via the PCI Command register.

Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + CAh 0000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
15:12 RO Reserved
MCO DDR5 CRC Error (MC1_DDR5_CRC):
oh 1: The Host Bridge generates an SERR message over DMI when it detects a CRC error
11 RW reported by the DRAM controller.
0: Reporting of this condition via SERR messaging is disabled. For systems not
supporting DDR5 CRC this bit must be disabled.
MCO DDR5 CRC Error (MCO_DDR5_CRC):
oh 1: The Host Bridge generates an SERR message over DMI when it detects a CRC error
10 RW reported by the DRAM controller.
0: Reporting of this condition via SERR messaging is disabled. For systems not
supporting DDR5 CRC this bit must be disabled.
Data Uncorrectable Error (MC1_DMERR):
Oh 1: The Host Bridge generates an SERR message over DMI when it detects a multiple-
9 RW bit error reported by the DRAM controller.
0: Reporting of this condition via SERR messaging is disabled. For systems not
supporting ECC this bit must be disabled.
Data Single Bit Correctable Error (MC1_DSERR):
oh 1: The Host Bridge generates an SERR special cycle over DMI when the DRAM
8 RW controller detects a single bit error.
0: Reporting of this condition via SERR messaging is disabled.
For systems that do not support ECC this bit must be disabled.
oh IBECC Uncorrectable Error (IBECC_UC):
7 RO This bit is deprecated and kept for backwards compatibility.
IBECC error messages are logged in the MCA bank.
oh IBECC Correctable Error (IBECC_COR):
6 RO This bit is deprecated and kept for backwards compatibility.
IBECC error messages are logged in the MCA bank.
SERR on FMHC Unsupported Request Event (FMUR):
oh SERR on FMHC unsupported request event
5 RW 1: The Host Bridge generates an SERR special cycle over DMI when FMHC reports an
unsupported request event.
0: Reporting of this condition via SERR messaging is disabled.
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RaBr:E_;e sz:izlsts& Field Name (ID): Description
SERR on FMHC CA Event (FMCA):
oh SERR on FMHC CA event
4 RW 1: The Host Bridge generates an SERR special cycle over DMI when FMHC reports a
CA event.
0: Reporting of this condition via SERR messaging is disabled.
SERR on FMI Asynchronous Notification (FMIAN):
SERR on FMI Asynchronous Notification error event
3 Oh 1: The Host Bridge generates an SERR special cycle over DMI when FMHC reports a
RW Asynchronous Notification error event with Media dead or Health log critical
notification.
0: Reporting of this condition via SERR messaging is disabled.
SERR on FMHC Thermal Event (FMITHERMERR):
oh SERR on FMHC thermal event
2 RW 1: The Host Bridge generates an SERR special cycle over DMI when FMHC reports a
thermal event.
0: Reporting of this condition via SERR messaging is disabled.
Data Uncorrectable Error (MCO_DMERR):
oh 1: The Host Bridge generates an SERR message over DMI when it detects a multiple-
1 RW bit error reported by the DRAM controller.
0: Reporting of this condition via SERR messaging is disabled. For systems not
supporting ECC this bit must be disabled.
Data Single Bit Correctable Error (MCO_DSERR):
oh 1: The Host Bridge g(_enerate_s an SERR special cycle over DMI when the DRAM
0 controller detects a single bit error.
RW 0: Reporting of this condition via SERR messaging is disabled.
For systems that do not support ECC this bit must be disabled.

3.1.37 SMI DMI Special Cycle (SMICMD_0_0_0_PCI) — Offset

CCh

This register enables various errors to generate an SMI DMI special cycle. When an
error flag is set in the ERRSTS register, it can generate an SERR, SMI, or SCI DMI
special cycle when enabled in the ERRCMD, SMICMD, or SCICMD registers,
respectively. Note that one and only one message type can be enabled.

Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + CCh 0000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
15:12 RO Reserved
MC1 DDR5 CRC Error (MC1_DDR5_CRC):
11 Oh 1: The Host generates an SMI DMI message when it detects a CRC error reported by
RW the DRAM controller. 0: Reporting of this condition via SMI messaging is disabled. For

systems not supporting DDR5 CRC this bit must be disabled.
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Bit Default & . . .
Range Access Field Name (ID): Description
MCO DDR5 CRC Error (MCO_DDR5_CRC):
10 Oh 1: The Host generates an SMI DMI message when it detects a CRC error reported by
RW the DRAM controller. 0: Reporting of this condition via SMI messaging is disabled. For
systems not supporting DDR5 CRC this bit must be disabled.
SMI on Multiple Bit Error (MC1_DMESMI):
Oh 1: The Host generates an SMI DMI message when it detects a multiple-bit error
9 RW reported by the DRAM controller.
0: Reporting of this condition via SMI messaging is disabled. For systems not
supporting ECC this bit must be disabled.
Single Bit Error (MC1_DSESMI):
oh 1: The Host generates an SMI DMI special cycle when the DRAM controller detects a
8 RW single bit error.
0: Reporting of this condition via SMI messaging is disabled. For systems that do not
support ECC this bit must be disabled.
oh IBECC Uncorrectable Error (IBECC_UC):
7 RO This bit is deprecated and kept for backwards compatibility.
IBECC error messages are logged in the MCA bank.
oh IBECC Correctable Error (IBECC_COR):
6 RO This bit is deprecated and kept for backwards compatibility.
IBECC error messages are logged in the MCA bank.
SMI on FMHC Unsupported Request Event (FMUR):
5 Oh 1: The Host Bridge generates an SMI special cycle over DMI when FMHC reports an
RW unsupported request event.
0: Reporting of this condition via SMI messaging is disabled.
SMI on FMHC CA Event (FMCA):
oh SMI on FMHC CA event
4 RW 1: The Host Bridge generates an SMI special cycle over DMI when FMHC reports a CA
event.
0: Reporting of this condition via SMI messaging is disabled.
SMI on FMI Asynchronous Notification (FMIAN):
SMI on FMI Asynchronous Notification error event
3 Oh 1: The Host Bridge generates an SMI special cycle over DMI when FMHC reports a
RW Asynchronous Notification error event with Media dead or Health log critical
notification.
0: Reporting of this condition via SMI messaging is disabled.
SMI on FMHC Thermal Event (FMITHERMERR):
oh SMI on FMHC thermal event
2 RW 1: The Host Bridge generates an SMI special cycle over DMI when FMHC reports a
thermal event.
0: Reporting of this condition via SMI messaging is disabled.
SMI on Multiple Bit Error (MCO_DMESMI):
oh 1: The Host generates an SMI DMI message when it detects a multiple-bit error
1 RW reported by the DRAM controller.
0: Reporting of this condition via SMI messaging is disabled. For systems not
supporting ECC this bit must be disabled.
Single Bit Error (MCO_DSESMI):
oh 1: The Host generates an SMI DMI special cycle when the DRAM controller detects a
0 RW single bit error.
0: Reporting of this condition via SMI messaging is disabled. For systems that do not
support ECC this bit must be disabled.
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3.1.38 SMI DMI Special Cycle (SCICMD_0_0_0_PCI) — Offset CEh

This register enables various errors to generate an SCI DMI special cycle. When an
error flag is set in the ERRSTS register, it can generate an SERR, SMI, or SCI DMI
special cycle when enabled in the ERRCMD, SMICMD, or SCICMD registers,
respectively. Note that one and only one message type can be enabled.

Type Size Offset Default
PCI 16 bit [B:0, D:0, F:0] + CEh 0000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
15:12 RO Reserved
MC1 DDRS5 CRC Error (MC1_DDR5_CRC):
11 Oh 1: The Host generates an SCI DMI message when it detects a CRC error reported by
RW the DRAM controller. 0: Reporting of this condition via SCI messaging is disabled. For
systems not supporting DDR5 CRC this bit must be disabled.
MCO DDR5 CRC Error (MCO_DDR5_CRC):
10 Oh 1: The Host generates an SCI DMI message when it detects a CRC error reported by
RW the DRAM controller. 0: Reporting of this condition via SCI messaging is disabled. For
systems not supporting DDR5 CRC this bit must be disabled.
SCI on Multiple Bit Error (MC1_DMESCI):
oh 1: The Host generates an SCI DMI message when it detects a multiple-bit error
9 RW reported by the DRAM controller.
0: Reporting of this condition via SCI messaging is disabled. For systems not
supporting ECC this bit must be disabled.
SCI on Single Bit Error (MC1_DSESCI):
oh 1: The Host generates an SCI DMI special cycle when the DRAM controller detects a
8 RW single bit error.
0: Reporting of this condition via SCI messaging is disabled. For systems that do not
support ECC this bit must be disabled.
oh IBECC Uncorrectable Error (IBECC_UC):
7 RO This bit is deprecated and kept for backwards compatibility.
IBECC error messages are logged in the MCA bank.
oh IBECC Correctable Error (IBECC_COR):
6 RO This bit is deprecated and kept for backwards compatibility.
IBECC error messages are logged in the MCA bank.
SMI on FMHC Unsupported Request Event (FMUR):
oh SCI on FMHC unsupported request event
5 RW 1: The Host Bridge generates an SCI special cycle over DMI when FMHC reports an
unsupported request event.
0: Reporting of this condition via SCI messaging is disabled.
FMCA:
oh SCI on FMHC CA event
4 RW 1: The Host Bridge generates an SCI special cycle over DMI when FMHC reports a CA
event.
0: Reporting of this condition via SCI messaging is disabled.
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Bit Default & . . .
Range Access Field Name (ID): Description
SCI on FMI Asynchronous Notification (FMIAN):
SCI on FMI Asynchronous Notification error event
3 Oh 1: The Host Bridge generates an SCI special cycle over DMI when FMHC reports a

RW Asynchronous Notification error event with Media dead or Health log critical
notification.
0: Reporting of this condition via SCI messaging is disabled.
FMITHERMERR:

oh SCI on FMHC thermal event

2 RW 1: The Host Bridge generates an SCI special cycle over DMI when FMHC reports a

thermal event.
0: Reporting of this condition via SCI messaging is disabled.
SCI on Multiple Bit Error (MCO_DMESCI):

oh 1: The Host generates an SCI DMI message when it detects a multiple-bit error

1 RW reported by the DRAM controller.

0: Reporting of this condition via SCI messaging is disabled. For systems not
supporting ECC this bit must be disabled.
SCI on Single Bit Error (MCO_DSESCI):

oh 1: The Host generates an SCI DMI special cycle when the DRAM controller detects a

0 RW single bit error.

0: Reporting of this condition via SCI messaging is disabled. For systems that do not
support ECC this bit must be disabled.

3.1.39 Scratchpad Data (SKPD_0_0_0_PCI) — Offset DCh

This register holds 32 writable bits with no functionality behind them. It is for the
convenience of BIOS and graphics drivers.

Type Size Offset Default
PCIL 32 bit [B:0, D:0, F:0] + DCh 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . A
Range Access Field Name (ID): Description
210 20000000 SKPD:
' RW 1 DWORD of data storage.

3.1.40 Capabilities A (CAPIDO_A_0_0_0_PCI) — Offset E4h

Processor capability enumeration.

104

Datasheet Volume 2 of 2



Host Bridge and DRAM Controller (DO:FO0) I n te I
®

Type Size Offset Default
PCI 32 bit [B:0, D:0, F:0] + E4h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
NVME Device 3 Function 0 Disable (NVME_FOD):
31 Oh 0: Device 3 Function 0 and associated memory spaces are accessible.
RW/L 1: Device 3 Function 0 (NVMe FO) and associated memory space are disabled by
hardwiring the D3FOEN field, bit 5 of the SoC Device Enable register
PCIe Device 1 Function 2 Disable (PEG12D):
oh 0: Device 1 Function 2 and associated memory spaces are accessible.
30 RW/L 1: Device 1 Function 2 and associated memory and IO spaces are disabled by
hardwiring the D1F2EN field, bit 1 of the Device Enable register, (DEVEN Dev 0 Offset
54h) to 0.
PCIe Device 1 Function 1 Disable (PEG11D):
oh 0: Device 1 Function 1 and associated memory spaces are accessible.
29 RW/L 1: Device 1 Function 1 and associated memory and IO spaces are disabled by
hardwiring the D1F1EN field, bit 2 of the Device Enable register, (DEVEN Dev 0 Offset
54h) to 0.
PCIe Device 1 Function 0 Disable (PEG10D):
oOh 0: Device 1 Function 0 and associated memory spaces are accessible.
28 RW/L 1: Device 1 Function 0 and associated memory and IO spaces are disabled by
hardwiring the D1FOEN field, bit 3 of the Device Enable register, (DEVEN Dev 0 Offset
54h) to 0.
PClIe Link Width Up-config Disable (PELWUD):
0: Link width upconfig is supported. The Processor advertises upconfig capability
using the data rate symbol in its TS2 training ordered sets during
oh Configuration.Complete. The CPU responds to link width upconfigs initiated by the
27 RW/L downstream device.
1: Link width upconfig is NOT supported. The Processor does not advertise upconfig
capability using the data rate field in TS2 training ordered sets during
Configuration.Complete. The CPU does not respond to link width upconfigs initiated
by the downstream device.
oh DMI Width (DW):
26 0: DMI x4
RW/L 1: DMI x2
oh DRAM ECC Disable (ECCDIS):
25 RW/L 0: ECC is supported
1: ECC is not supported
Force DRAM ECC Enable (FDEE):
oh 0: DRAM ECC optional via software.
24 RW/L 1: DRAM ECC enabled. MCHBAR COMISCCTL bit [0] and C1MISCCTL bit [0] are forced
to 1 and Read-Only.
Note that FDEE and ECCDIS must not both be set to 1.
oh VT-d Disable (VTDD):
23 RW/L 0: VT-d is supported
1: VT-d is not supported
oh DMI GEN2 Disable (DMIG2DIS):
22 RW/L 0: Capable of running DMI in Gen 2 mode
1: Not capable of running DMI in Gen 2 mode
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RaBr:tge D‘e\f:izlsts& Field Name (ID): Description
21 gg Reserved
DRAM Maximum Size per Channel (DDRSZ):
This field defines the maximum allowed memory size per channel.
Oh
20:19 RW/L e 0: Unlimited (64GB per channel)
e 1: Maximum 8GB per channel
e 2: Maximum 4GB per channel
e 3: Maximum 2GB per channel
PCIe Controller Device 6 Function 0 Disabled (PEG60D):
18 Oh PCIe Controller Device 6 Function 0 is disabled
RW/L 0: Device 6 Function 0 is supported
1: Device 6 Function 0 is not supported
DRAM 1N Timing Disable (D1NM):
17 Oh 0: Part is capable of supporting 1n mode timings on the DDR interface.
RW/L 1: Part is not capable of supporting 1n mode. Only supported timings are 2n or
greater.
16 22) Reserved
oh DTT Device Disable (CDD):
15 RW/L 0: DTT Device enabled.
1: DTT Device disabled.
2 DIMMs Per Channel Enable (DDPCD):
Allows Dual Channel operation but only supports 1 DIMM per channel.
14 Oh 0: 2 DIMMs per channel enabled
RW/L 1: 2 DIMMs per channel disabled. This setting hardwires bits 2 and 3 of the rank
population field for each channel to zero. (MCHBAR offset 260h, bits 22-23 for
channel 0 and MCHBAR offset 660h, bits 22-23 for channel 1)
X2APIC Enable (X2APIC_EN):
13 Oh Extended Interrupt Mode.
RW/L Ob: Hardware does not support Extended APIC mode.
1b: Hardware supports Extended APIC mode.
oh Dual Memory Channel Support (PDCD):
12 RW/L 0: Capable of Dual Channel
1: Not Capable of Dual Channel - only single channel capable.
Internal Graphics Disable (IGD):
0: There is a graphics engine within this CPU. Internal Graphics Device (Device 2) is
enabled and all of its memory and I/O spaces are accessible. Configuration cycles to
Device 2 will be completed within the CPU. All non-SMM memory and IO accesses to
VGA will be handled based on Memory and IO enables of Device 2 and IO registers
within Device 2 and VGA Enable of the PCI to PCI bridge control register in Devices 1
and 6 (If PCI Express GFX attach is supported). A selected amount of Graphics
oh Memory space is pre-allocated from the main memory based on Graphics Mode
11 Select (GMS in the GGC Register). Graphics Memory is pre-allocated above TSEG
RW/L Memory.
1: There is no graphics engine within this CPU. Internal Graphics Device (Device 2)
and all of its memory and I/0 functions are disabled. Configuration cycle targeted to
Device 2 will be passed on to DMI. In addition, all clocks to internal graphics logic are
turned off. All non-SMM memory and IO accesses to VGA will be handled based on
VGA Enable of the PCI to PCI bridge control register in Devices 1 and 6. DEVEN [4:3]
(Device 0, offset 54h) have no meaning. Device 2 Functions 0 and 1 are disabled and
hidden.
oh DIDO Override Enable (DIDOOE):
10 RW/L 0: Disable ability to override DIDO - For production

1: Enable ability to override DID - For debug and samples only
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Bit Default & . . —
Range Access Field Name (ID): Description
Oh
9 RO Reserved
oh 2 Level Memory Support (2LM_SUPPORTED):
8 RW/L 0: 2 Level Memory (2LM) is not supported. Only 1LM is supported.
1: 2 Level Memory (2LM) is supported
7.4 Oh Compatibility Revision ID (CRID):
’ RW/L Compatibility Revision ID
Memory Overclocking (DDR_OVERCLOCK):
Memory Overclocking is enabled.
3 Oh When supported, memory can be trained at higher than default maximum
RW/L frequencies.
0: Memory Overclocking is not supported
1: Memory Overclocking is supported
Oh
2 RO Reserved
NVME F7D (NVME_F7D):
1 Oh 0: Device 3 Function 7 and associated memory spaces are accessible.
RW/L 1: Device 3 Function 7 (NVMe F7) and associated memory space are disabled by
hardwiring the D3F7EN field, bit 6 of the SoC Device Enable register
Oh
0 RO Reserved

3.1.41 Capabilities B (CAPIDO_B_0_0_0_PCI) — Offset E8h

Processor capability enumeration.

Type Size Offset Default
PCI 32 bit [B:0, D:0, F:0] + E8h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . I
Range Access Field Name (ID): Description
oh Image Processing Unit (IPU) Disable (IPU_DIS):
31 RW/L 0: Device 5 associated memory spaces are accessible.
1: Device 5 associated memory and IO spaces are disabled.
Trace Hub Disable (TRACE_HUB_DIS):
Oh ) )
30 RW/L 0: Trace Hub associated memory spaces are accessible.
1: Trace Hub associated memory and IO spaces are disabled.
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Bit Default & . . I
Range Access Field Name (ID): Description
Overclocking Enabled (OC_ENABLED):
0: Overclocking is Disabled
1: Overclocking is Enabled
If overclocking is enabled, MSR FLEX_RATIO.OC_BINS contains how many bits of
5 oOh over-clocking are supported.
9 RW/L The encoding is as follows:
0: Overclocking is Disabled
1-6: Turbo ratio limits can be incremented by this amount
7: Unlimited
If overclocking is disabled, FLEX_RATIO.OC_BINS is meaningless.
)8 Oh SMT Capability (SMT):
RW/L This setting indicates whether the processor is SMT (HyperThreading) capable.
27:95 Oh Cache Size (CACHESZ):
' RW/L This setting indicates the supporting cache sizes.
oh SVM Disable (SVM_DISABLE):
24 RW/L 0: SVM enabled
1: SVM disabled
Memory 100MHz Reference Clock (PLL_REF100_CFG):
oh DDR Maximum Frequency Capability with 100MHz memory reference clock (ref_clk).
23:21 0: 100 MHz memory reference clock is not supported
RW/L
1-6: Reserved
7: Unlimited
PCIe Gen 3 Disable (PEGG3_DIS):
20 Oh 0: Capable of running any of the Gen 3-compliant PCIe controllers in Gen 3 mode
RW/L (Devices 0/1/x, 0/6/x)
1: Not capable of running any of the PCle controllers in Gen 3 mode
19 Oh Processor Package Type (PKGTYP):
RW/L This setting indicates the CPU Package Type.
Oh
18:17 RO Reserved
PCIe x16 Disable (PEGX16D):
0: Capable of x16 PCle Port
Oh 1: Not Capable of x16 PClIe port, instead PCIe limited to x8 and below. Causes PCle
16 RW/L port to enable and train logical lanes 7:0 only. Logical lanes 15:8 are powered down
(unless in use by the other PEG port or the embedded Display Port), and the Max Link
Width field of the Link Capability register reports x8 instead of x16. (In the case of
lane reversal, lanes 15:8 are active and lanes 7:0 are powered down.)
15 Oh DMI Gen 3 Disable (DMIG3DIS):
RW/L DMI Gen 3 Disable
2 Level Memory Technology Support (LTECH):
0: 1LM
Oh 1: EDRAMO
14:12 RW/L 3: EDRAMO+1
4: 2LM
Other values are reserved.
oh HDCP Disable (HDCPD):
11 RW/L 0: Capable of HDCP
1: HDCP Disabled
Device 10 Disable (DEV10_DISABLED):
10 Oh Indicates if Device 10 (Crash Log/Telemetry) is disabled.
RW/L 0: Device 10 capability is present
1: Device 10 is disabled and locked from further enabling
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Bit Default & . ) —
Range Access Field Name (ID): Description
Oh
9 RO Reserved
GNA (GMM) Disable (GNA_DIS):
8 Oh 0: Device 8 associated memory spaces are accessible.
RW/L 1: Device 8 associated memory and IO spaces are disabled by hardwiring the DS8EN
field, bit 1 of the Device Enable register, (DEVEN Dev 0 Offset 54h) to 0.
oh DDD:
7 RW/L 0: Debug mode
1: Production mode
Oh
6:4 RO Reserved
S/H OPI Enable (SH_OPI_EN):
3 Oh Specifies if OPI or DMI are enabled for S/H models.
RW/L 0: DMI is enabled
1: OPI is enabled
5 Oh VMD Disable (VMD_DIS):
RW/L Indicates if VMD is disabled.
Global Single PCIe Lane (DPEGFX1):
This bit has no effect on Device 1 unless Device 1 is configured for at least two ports
1 Oh via PEGOCFGSEL strap.
RW/L 0: All PCIe port widths do not depend on their respective BCTRL[VGAEN].
1: Each PCle port width is limited to x1 operation when its respective BCTRL[VGAEN]
is set to 1b.
Single PCIe Lane (SPEGFX1):
This bit has no effect on Device 1 unless Device 1 is configured for a single port via
0 Oh PEGOCFGSEL strap.
RW/L 0: Device 1 Function 0 width does not depend on its BCTRL[VGAEN].
1: Device 1 Function 0 width is limited to x1 operation when its respective
BCTRL[VGAEN] is set to 1.

3.1.42  Capabilities C (CAPIDO_C_0_0_0_PCI) — Offset ECh

Processor capability enumeration.

Type Size Offset Default

PCI 32 bit [B:0, D:0, F:0] + ECh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . i
Range Access Field Name (ID): Description
oh PEG62D:
31 RW/L 0: Device 6 Function 2 and associated memory spaces are accessible.
1: Device 6 Function 2 and associated memory space are disabled.
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Bit Default & . . -
Range Access Field Name (ID): Description
PCIe Controller Device 6 Function 1 Disabled (PEG61D):
30 Oh PCIe Controller Device 6 Function 1 is disabled
RW/L 0: Device 6 Function 1 is supported
1: Device 6 Function 1 is not supported
PCIe Gen 5 Disable (PEGG5_DIS):
oh This field will be strap selectable/modifiable to enable PCH Pairing capabilities.
29 RW/L 0: Capable of running any of the Gen 5-compliant PCIe controllers in Gen 5 mode
(Devices 0/1/x)
1: Not capable of running any of the PEG controllers in Gen 5 mode
PCIe Gen 4 Disable (PEGG4_DIS):
PCle Gen 4 Disabled. This field will be strap selectable/modifiable to enable PCH
28 Oh Pairing capabilities.
RW/L 0: Capable of running any of the Gen 4-compliant PCIe controllers in Gen 4 mode
(Devices 0/1/x, 0/6/x)
1: Not capable of running any of the PEG controllers in Gen 4 mode
Maximum DDR4 Frequency (MAX_DATA_RATE_DDR4):
DDR4 Maximum Frequency Capability in 266Mhz units.
27:23 00h This value is relevant only when CAPIDO_A_0_0_0_PCI.DDR_OVERCLOCK is zero
' RW/L (DDR overclocking is not supported).
0: Unlimited
1-31: multiples of 266MHz
oh DDR4 Support (DDR4_EN):
22 RW/L 0: DDR4 is not supported
1: DDR4 is supported
Maximum LPDDR4 Frequency (MAX_DATA_RATE_LPDDR4):
LPDDR4 Maximum Frequency Capability in 266Mhz units.
21:17 00h This value is relevant only when CAPIDO_A_0_0_0_PCI.DDR_OVERCLOCK is zero
: RW/L (DDR overclocking is not supported).
0: Unlimited
1-31: multiples of 266MHz
oh LPDDR4 Support (LPDDR4_EN):
16 RW/L 0: LPDDR4 memory is not supported
1: LPDDR4 memory is supported
Oh
15 RO Reserved
oh Dynamic Memory Frequency Change Disable (QCLK_GV_DIS):
14 RW/L 0: Dynamic Memory Frequency Change is enabled
1: Dynamic Memory Frequency Change is disabled
Oh
13:10 RO Reserved
oh SGX Disabled (SGX_DIS):
9 RW/L Software Guard Extension (Intel® SGX) Disabled: Indicates that Intel® SGX is not
available on this processor
BCLKOCRANGE:
BCLK (Base clock) Overclocking maximum frequency.
: RW/L e 0: BCLK overclocking is disabled

: BCLK maximum frequency is 115MHz
: BCLK maximum frequency is 130MHz
: Unlimited BCLK maximum frequency

.
W N = O
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Bit Default & Field Name (ID): Description

Range Access
Internal Display Disabled (IDD):
6 Oh Specifies whether the Internal Display is Disabled.
RW/L 0: Internal Display is enabled.
1: Internal Display is disabled.
oh DISPLAY PIPE3 (DISPLAY_PIPE3):

5 0: 3rd Display is disabled
RW/L 1: 3rd Display is enabled

Oh
4:0 RO Reserved

3.1.43 Capabilities E (CAPIDO_E_O_0O_0_PCI) — Offset FOh

Processor capability enumeration.

Type Size Offset Default

PCI 32 bit [B:0, D:0, F:0] + FOh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
31:25 RO Reserved
Crash Log Device 10 Disable (CRASHLOG_DIS):
24 Oh 0: Device 10 associated memory spaces are accessible.
RW/L 1: Device 10 associated memory and IO spaces are disabled by hardwiring the
D10EN field, bit 17 of the Device Enable register, (DEVEN Dev 0 Offset 54h) to 0.
23:13 000h VDDQ_TX Maximum VID (VDDQ_VOLTAGE_MAX):
' RW/L VDDQ_TX Maximum VID value.
oh IBECC Disable (IBECC_DIS):
12 RW/L 0: IBECC enabled.
1: IBECC disabled.
Maximum DDRS5 Frequency (MAX_DATA_RATE_DDRS5):
DDR5 Maximum Frequency Capability in 266Mhz units.
11:7 00h This value is relevant only when CAPIDO_A_0_0_0_PCI.DDR_OVERCLOCK is zero
’ RW/L (DDR overclocking is not supported).

0: Unlimited
1-31: multiples of 266MHz

DDRS5 Support (DDR5_EN):

6 (F){I\;V/L 0: DDR5 memory is not supported
1: DDR5 memory is supported
Maximum LPDDR5 Frequency (MAX_DATA_RATE_LPDDRS5):
LPDDR5 Maximum Frequency Capability in 266Mhz units.
5.1 00h This value is relevant only when CAPIDO_A_0_0_0_PCI.DDR_OVERCLOCK is zero
RW/L (DDR overclocking is not supported).

0: Unlimited
1-31: multiples of 266MHz
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Bit Default &

Range Access Field Name (ID): Description

oh LPDDR5 Support (LPDDR5_EN):
0 RW/L 0: LPDDR5 memory is not supported
1: LPDDR5 memory is supported

3.2 Processor Memory Controller (MCHBAR) Registers

This chapter documents the Memory Controller MCHBAR registers.

Base address of these registers are defined in the MCHBAR_0_0_0_PCI register in Bus:
0, Device: 0, Function: 0.

The processor has 2 memory controllers. Each memory controller has 2 channels. Each
channel can drive up to 2 sub channels depending on the memory type:

e LPDDR4x\LPDDRS5:

— 2 Memory controllers
— 2 Channels per memory controller (total 4)
— 2 sub channels per channel (total 8)

e DDR4:
— 2 Memory controllers

— 1 Channel per memory controller (total 2)
— No sub channels

e DDR5:

— 2 Memory controllers
— 2 Channels per memory controller (total 4)
— No sub channels

The MCHBAR exposes 3 sets of memory controller registers per controller for channel
0, channel 1 as well as broadcast.

¢ Memory Controller 0 (MCO)

— Channel 0 offset range: EOOOh-E7FFh
— Channel 1 offset range: EB00h-EFFFh
— Broadcast offset range: FOOOh-F7FFh
— Shared registers: D800h-DFFFh

e Memory Controller 1 (MC1)

— Channel 0 offset range: 1E000h-1E7FFh
— Channel 1 offset range: 1E800h-1EFFFh
— Broadcast offset range: 1FO00h-1F7FFh
— Shared registers: 1D800h-1DFFFh

Memory Controller Broadcast register behavior is to write to all channels of the same
memory controller and read from channel 0.

Note: For brevity, only Channel 0 and the shared registers of MCO are documented:

e MCO Channel 1: MCO Channel 0 + 0800h
e MCO Broadcast: MCO Channel 0 + 1000h
e MC1 Channel 0: MCO Channel 0 + 10000h
e MC1 Channel 1: MCO Channel 0 + 10800h
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e MC1 Broadcast: MCO Channel 0 + 11000h
e MC1 Shared: MCO Shared + 10000h

3.2.1 Summary of Registers
Table 3-3. Summary of MCHBAR Registers
Offset (Bsyitz:s) Register Name (Register Symbol) Default Value
5400h 8 GFX VT Range Base Address Register 00000000000000
(GFXVTBAR_0_0_0_MCHBAR_NCU) 00h
5410h 8 VT DMI PEG VCO Range Base Address Register 00000000000000
(VTDPVCOBAR_0_0_0_MCHBAR_NCU) 00h

7900h 4 IMRO BASE (IMROBASE_0_0_0_MCHBAR_IMPH) 00000000h
7904h 4 IMRO MASK (IMROMASK_0_0_0_MCHBAR_IMPH) 00000000h
7920h 4 IMR1 BASE (IMR1BASE_0_0_0_MCHBAR_IMPH) 00000000h
7924h 4 IMR1 MASK (IMR1MASK_0_0_0_MCHBAR_IMPH) 00000000h
7940h 4 IMR2 BASE (IMR2BASE_0_0_0_MCHBAR_IMPH) 00000000h
7944h 4 IMR2 MASK (IMR2MASK_0_0_0_MCHBAR_IMPH) 00000000h
7960h 4 IMR3 BASE (IMR3BASE_0_0_0_MCHBAR_IMPH) 00000000h
7964h 4 IMR3 MASK (IMR3MASK_0_0_0_MCHBAR_IMPH) 00000000h
7980h 4 IMR4 BASE (IMR4BASE_0_0_0_MCHBAR_IMPH) 00000000h
7984h 4 IMR4 MASK (IMR4MASK_0_0_0_MCHBAR_IMPH) 00000000h
79A0h 4 IMR5 BASE (IMR5BASE_0_0_0_MCHBAR_IMPH) 00000000h
79A4h 4 IMR5 MASK (IMR5MASK_0_0_0_MCHBAR_IMPH) 00000000h
79C0h 4 IMR6 BASE (IMR6BASE_0_0_0_MCHBAR_IMPH) 00000000h
79C4h 4 IMR6 MASK (IMR6MASK_0_0_0_MCHBAR_IMPH) 00000000h
79EO0h 4 IMR7 BASE (IMR7BASE_0_0_0_MCHBAR_IMPH) 00000000h
79E4h 4 IMR7 MASK (IMR7MASK_0_0_0_MCHBAR_IMPH) 00000000h
7A00h 4 IMR8 BASE (IMR8BASE_0_0_0_MCHBAR_IMPH) 00000000h
7A04h 4 IMR8 MASK (IMR8MASK_0_0_0_MCHBAR_IMPH) 00000000h
7A20h 4 IMR9 BASE (IMR9BASE_0_0_0_MCHBAR_IMPH) 00000000h
7A24h 4 IMR9 MASK (IMROMASK_0_0_0_MCHBAR_IMPH) 00000000h
7A40h 4 IMR10 BASE (IMR10BASE_0_0_0_MCHBAR_IMPH) 00000000h
7A44h 4 IMR10 MASK (IMR10OMASK_0_0_0_MCHBAR_IMPH) 00000000h
7A60h 4 IMR11 BASE (IMR11BASE_0_0_0_MCHBAR_IMPH) 00000000h
7A64h 4 IMR11 MASK (IMR11MASK_0_0_0_MCHBAR_IMPH) 00000000h
7A80h 4 IMR12 BASE (IMR12BASE_0_0_0_MCHBAR_IMPH) 00000000h
7A84h 4 IMR12 MASK (IMR12MASK_0_0_0_MCHBAR_IMPH) 00000000h
7AAOh 4 IMR13 BASE (IMR13BASE_0_0_0_MCHBAR_IMPH) 00000000h
7AA4h 4 IMR13 MASK (IMR13MASK_0_0_0_MCHBAR_IMPH) 00000000h
7ACOh 4 IMR14 BASE (IMR14BASE_0_0_0_MCHBAR_IMPH) 00000000h
7AC4h 4 IMR14 MASK (IMR14MASK_0_0_0_MCHBAR_IMPH) 00000000h
7AF0h 4 IMR15 BASE (IMR15BASE_0_0_0_MCHBAR_IMPH) 00000000h
7AF4h 4 IMR15 MASK (IMR15MASK_0_0_0_MCHBAR_IMPH) 00000000h
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Size . .

Offset (Bytes) Register Name (Register Symbol) Default Value

7B10h 4 IMR16 BASE (IMR16BASE_0_0_0_MCHBAR_IMPH) 00000000h

7B14h 4 IMR16 MASK (IMR16MASK_0_0_0_MCHBAR_IMPH) 00000000h

7B30h 4 IMR17 BASE (IMR17BASE_0_0_0_MCHBAR_IMPH) 00000000h

7B34h 4 IMR17 MASK (IMR17MASK_0_0_0_MCHBAR_IMPH) 00000000h

7B50h 4 IMR18 BASE (IMR18BASE_0_0_0_MCHBAR_IMPH) 00000000h

7B54h 4 IMR18 MASK (IMR18MASK_0_0_0_MCHBAR_IMPH) 00000000h
Inter-Channel Decode Parameters

D800h 4 (MAD_INTER_CHANNEL_0_0_0_MCHBAR) 00000000h
Intra-Channel 0 Decode Parameters

D804h 4 (MAD_INTRA_CHO_0_0_0_MCHBAR) 00000000h
Intra-Channel 1 Decode Parameters

D80sh 4 (MAD_INTRA_CH1_0_0_0_MCHBAR) 00000000h
Channel 0 DIMM Characteristics

D8och 4 (MAD_DIMM_CHO_0_0_0_MCHBAR) 10001800h
Channel 1 DIMM Characteristics

D810h 4 (MAD_DIMM_CH1_0_0_0_MCHBAR) 10001800h

D824h 4 Channel Hash (CHANNEL_HASH_0_0_0_MCHBAR) 03000000h

D828h 4 Channel Enhanced Hash (CHANNEL_EHASH_0_0_0_MCHBAR) 00000000h
Memory Request Counters Configuration

D83Ch 4 (PWM_PROGRAMMABLE _REQCOUNT _CONFIG_0_0_0_MCHBAR) 00010820h

D840h 8 Memory Request Global Counter 00000000000000
(PWM_TOTAL_REQCOUNT_0_0_0_MCHBAR) 0oh

D848h 8 Memory Request Counter 0 00000000000000
(PWM_PROGRAMMABLE_REQCOUNT_0_0_0_MCHBAR[0]) 00h
RdCAS Counter (PWM_RDCAS_COUNT_0_0_0_MCHBAR) 00000000000000

D858h 8 ooh

D860h 4 Self Refresh Mode Control (PM_SREF_CONFIG_0_0_0_MCHBAR) | 00000200h

D888h 8 Address Compare for ECC Error Inject 00000000000000
(ECC_INJ_ADDR_COMPARE_0_0_0_MCHBAR) 0oh

D890h 8 Remap Base (REMAPBASE_0_0_0_MCHBAR) 8820007FFFF000

D898h 8 Remap Limit (REMAPLIMIT_0_0_0_MCHBAR) 88200000000000
WrCAS Counter (PWM_WRCAS_COUNT_0_0_0_MCHBAR) 00000000000000

D8AOh 8 ooh
Command Counter (PWM_COMMAND_COUNT_0_0_0_MCHBAR) 00000000000000

D8ASh 8 00h

D958h 8 Address Mask for ECC Error Inject 00000001FFFFFF
(ECC_INJ_ADDR_MASK_0_0_0_MCHBAR) FFh

D9B8h 4 MAD MC HASH 0 0 0 MCHBAR (MAD_MC_HASH_0_0_0_MCHBAR) | 00000006h
PMON GLOBAL CONTROL 0 0 0 MCHBAR

D9COh 4 (PMON_GLOBAL_CONTROL_0_0_0_MCHBAR) 00000000h
PMON UNIT CONTROL 0 0 0 MCHBAR

Docah 4 (PMON_UNIT_CONTROL_0_0_0_MCHBAR) 00000000h
PMON COUNTER CONTROL 0 0 0 MCHBAR

DSDOh 4 (PMON_COUNTER_CONTROL_0_0_0_MCHBAR[0]) 00000000h

b9ESh 8 PMON COUNTER DATA 0 0 0 MCHBAR 00000000000000
(PMON_COUNTER_DATA_0_0_0_MCHBAR[0]) 0oh

DA10h 4 0OS Telemetry Control 00000000h

(OS_TELEMETRY_CONTROL_0_0_0_MCHBAR)
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Size . .
Offset (Bytes) Register Name (Register Symbol) Default Value
PRE Command Timing (TC_PRE_0_0_0_MCHBAR) 104070180040C0
E000h 8 o8h
E008h 4 ACT Command Timing (TC_ACT_0_0_0_MCHBAR) 18020810h
E00Ch 4 RD to RD Timings (TC_RDRD_0_0_0_MCHBAR) 04040484h
E010h 4 RD to WR Timings (TC_RDWR_0_0_0_MCHBAR) 04040404h
E014h 4 WR to RD Timings (TC_WRRD_0_0_0_MCHBAR) 08100804h
E018h 4 WR to WR Timings (TC_WRWR_0_0_0_MCHBAR) 04040404h
Roundtrip Latency (SC_ROUNDTRIP_LATENCY_0_0_0_MCHBAR) 19191919191919
E020h 8 Toh
E048h ECC Error Log 0 (ECCERRLOGO_0_0_0_MCHBAR) 00000000h
E04Ch ECC Error Log 0 (ECCERRLOG1_0_0_0_MCHBAR) 00000000h
Power Down Timing (TC_PWRDN_0_0_0_MCHBAR) 08041004008102
EO50h 8 04h
ODT Command Timing (TC_ODT_0_0_0_MCHBAR) 00000000060500
E070h 8 oon
E080h 4 ODT Matrix (SC_ODT_MATRIX_0_0_0_MCHBAR) 00000000h
Scheduler Configuration (SC_GS_CFG_0_0_0_MCHBAR) 01000000000000
E088h 8 Soh
DDRIO Power Mode Timing
E0B8h 4 (SPID_ LOW_POWER_CTL 0_0_0_MCHBAR) 08104426h
TR RRDVALID ctrl 0 0 0 MCHBAR
E104h 4 (TR_RRDVALID_CTRL_0_0_0_MCHBAR) 00000000n
E108h 8 TR RRDVALID data 0 0 0 MCHBAR 00000000000000
(TR_RRDVALID_DATA_0_0_0_MCHBAR) 00h
E40Ch 4 TC REFm 0 0 0 MCHBAR (TC_REFM_0_0_0_MCHBAR) 0000003Ch
MR4 Rank Temperature
E424h 4 (MR4_RANK_TEMPERATURE_0_0_0_MCHBAR) 03030303h
DDR4 Temperature
E428h 4 (DDR4_MPR_RANK_TEMPERATURE_0_0_0_MCHBAR) 01010101h
E438h Refresh Parameters (TC_RFP_0_0_0_MCHBAR) 2356980Fh
E43Ch Refresh Timing Parameters (TC_RFTP_0_0_0_MCHBAR) 02D01004h
E440h Self-Refresh Timing Parameters (TC_SRFTP_0_0_0_MCHBAR) 00000200h
Refresh Stagger Control
E444h 4 (MC_REFRESH_STAGGER_0_0_0_MCHBAR) 00000000h
ZQCAL Control (TC_ZQCAL_0_0_0_MCHBAR) 00000320000100
E448h 8 oon
E454h Memory Controller Initial State (MC_INIT_STATE_0_0_0_MCHBAR) | 0000000Fh
E460h DIMM Idle Energy (PM_DIMM_IDLE_ENERGY_0_0_0_MCHBAR) 00000000h
DIMM Power-Down Energy
E464h 4 (PM_DIMM_PD_ENERGY_0_0_0_MCHBAR) 00000000h
E468h 4 DIMM ACT Energy (PM_DIMM_ACT_ENERGY_0_0_0_MCHBAR) 00000000h
E46Ch 4 DIMM RD Energy (PM_DIMM_RD_ENERGY_0_0_0_MCHBAR) 00000000h
E470h 4 DIMM WR Energy (PM_DIMM_WR_ENERGY_0_0_0_MCHBAR) 00000000h
E478h 4 WR Delay (SC_WR_DELAY_0_0_0_MCHBAR) 00000003h
E488h 4 Per Bank Refresh (SC_PBR_0_0_0_MCHBAR) 0000F011h
Miscellaneous Timing Constrains
E494h 4 (TC_LPDDR4 MISC_0_0_0_MCHBAR) 04081056h

Datasheet Volume 2 of 2



intel.

Host Bridge and DRAM Controller (DO:FO0)

Offset (Bs\;:ees) Register Name (Register Symbol) Default Value

E4COh 8 Self-Refresh Exit Timing Parameters 02000000000000
(TC_SREXITTP_0_0_0_MCHBAR) 00h

E4E8h 4 Built in Self Test (WDB_MBIST_0_0_0_MCHBAR[0]) 00000000h

E4F8h 4 RDB Built in Self Test (RDB_MBIST_0_0_0_MCHBAR) 00000000h

E4FCh 4 ECC Inject Count (ECC_INJECT_COUNT_0_0_0_MCHBAR) FFFFFFFFh

E5FCh 4 Miscellaneous Control Register (MCMNTS_SPARE_0_0_0_MCHBAR) | 00000000h

3.2.2 GFX VT Range Base Address Register
(GFXVTBAR_0_0_0_MCHBAR_NCU) — Offset 5400h

This is the base address for the Graphics VT configuration space. There is no physical
memory within this 4KB window that can be addressed. The 4KB reserved by this
register does not alias to any PCI 2.3 compliant memory mapped space. On reset, the
GFX-VT configuration space is disabled and must be enabled by writing a 1 to GFX-
VTBAREN.

All the bits in this register are locked in LT mode.

BIOS programs this register after which the register cannot be altered.

Type Size Offset Default
MMIO 64 bit MCHBAR + 5400h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved
GFX VT Base Address (GFXVTBAR):
This field corresponds to bits 41 to 12 of the base address GFX-VT configuration
00000000 | space. BIOS will program this register resulting in a base address for a 4KB block of
41:12 | h contiguous memory address space. This register ensures that a naturally aligned 4KB
RW space is allocated within the first 4TB of addressable memory space. System
Software uses this base address to program the GFX-VT register set. All the Bits in
this register are locked in LT mode.
Oh
11:1 RO Reserved
GFX VT BAR Enable (GFXVTBAREN):
oh 0: GFX-VTBAR is disabled and does not claim any memory
0 RW/L 1: GFX-VTBAR memory mapped accesses are claimed and decoded appropriately
This bit will remain 0 if VTd capability is disabled.
Locked by: CAPIDO_A_0_0_0_PCI.VTDD
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3.2.3

3.2.4

VT DMI PEG VCO Range Base Address Register
(VTDPVCOBAR_0_0_0_MCHBAR_NCU) — Offset 5410h

This is the base address for the DMI/PEG VCO configuration space. There is no physical
memory within this 4KB window that can be addressed. The 4KB reserved by this
register does not alias to any PCI 2.3 compliant memory mapped space. On reset, the
DMI/PEG VCO configuration space is disabled and must be enabled by writing a 1 to
VCOBAREN.

All the bits in this register are locked in LT mode.

BIOS programs this register after which the register cannot be altered.

Type Size Offset Default

MMIO 64 bit MCHBAR + 5410h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW R R

Bit Default & Field Name (ID): Description

Range Access
Oh
63:42 RO Reserved

VT VCO Base Address (VTVCOBAR):

This field corresponds to bits 41 to 12 of the base address DMI/PEG VCO

00000000 configuration space. BIOS will program this register resulting in a base address for a
41:12 h 4KB block of contiguous memory address space. This register ensures that a

RW naturally aligned 4KB space is allocated within the first 4TB of addressable memory
space. System Software uses this base address to program the DMI/PEG VCO register
set. All the Bits in this register are locked in LT mode.

Oh
11:1 RO Reserved

VT VCO BAR Enable (VTVCOBAREN):

oh 0: VCOBAR is disabled and does not claim any memory

0 RW/L 1: VCOBAR memory mapped accesses are claimed and decoded appropriately
This bit will remain 0 if VTd capability is disabled.

IMRO BASE (IMROBASE_0_0_0_MCHBAR_IMPH) — Offset
7900h

Specifies bits 41:10 of the start address of IMRO region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMRO_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMRO defined region.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 7900h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description

IMRO BASE (IMRO_BASE):

00000000 | IMRO_BASE - Specifies bits 41:10 of the start address of IMRO region. IMR region

31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.

RW These bits are compared with the result of the IMRO_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO

defined region.

IMRO MASK (IMROMASK_0_0_0_MCHBAR_IMPH) — Offset
7904h

IMROMASK_0_0_0_MCHBAR_IMPH: This register, along with IMROBASE, IMRORAC, and
IMROWAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMRORAC and IMROWAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7904h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) L
Range Access Field Name (ID): Description

00000000 IMRO MASK (IMRO_!\GASK): . . . .

31:0 h IMRO_MASK - These bits are ANDed with bits 41:10 of the incoming address to
RW determine if the combined result matches the IMROBASE[31:0] value. A match

indicates that the incoming address falls within the IMRO region.

IMR1 BASE (IMR1BASE_0_0_0_MCHBAR_IMPH) — Offset
7920h

Specifies bits 41:10 of the start address of IMR1 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR1_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR1 defined region.
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3.2.7

3.2.8

Type Size Offset Default

MMIO 32 bit MCHBAR + 7920h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default &

Range Access Field Name (ID): Description

IMR1 BASE (IMR1_BASE):

00000000 | IMR1_BASE - Specifies bits 41:10 of the start address of IMR1 region. IMR region
size must be a strict power of two, at least 1KB, and naturally aligned to the size.
These bits are compared with the result of the IMR1_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

RW

IMR1 MASK (IMR1MASK_0_0_0_MCHBAR_IMPH) — Offset
7924h

IMR1MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR1BASE, IMR1RAC, and
IMR1WAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMR1RAC and IMR1WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7924h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . B R
Range Access Field Name (ID): Description
00000000 IMR1 MASK (IMR1_IIVIASK): . . . .
31:0 h IMR1_MASK - These bits are ANDed with bits 41:10 of the incoming address to
RW determine if the combined result matches the IMR1BASE[31:0] value. A match
indicates that the incoming address falls within the IMR1 region.

IMR2 BASE (IMR2BASE_0_0_0_MCHBAR_IMPH) — Offset
7940h

Specifies bits 41:10 of the start address of IMR2 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR2_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR2 defined region.

Datasheet Volume 2 of 2 119



intel.

3.2.9

3.2.10

120

Host Bridge and DRAM Controller (DO:FO0)

Type Size Offset Default
MMIO 32 bit MCHBAR + 7940h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
IMR2 BASE (IMR2_BASE):
00000000 | IMR2_BASE - Specifies bits 41:10 of the start address of IMR2 region. IMR region
31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.
' RW These bits are compared with the result of the IMR2_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

IMR2 MASK (IMR2MASK_0_0_0_MCHBAR_IMPH) — Offset
7944h

IMR2MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR2BASE, IMR2RAC, and
IMR2WAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMR2RAC and IMR2WAC registers

Type Size Offset Default
MMIO 32 bit MCHBAR + 7944h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) L
Range Access Field Name (ID): Description

00000000 IMR2 MASK (IMRZ_!\GASK): . . . .

31:0 h IMR2_MASK - These bits are ANDed with bits 41:10 of the incoming address to
' RW determine if the combined result matches the IMR2BASE[31:0] value. A match
indicates that the incoming address falls within the IMR2 region.

IMR3 BASE (IMR3BASE_0_0_0_MCHBAR_IMPH) — Offset
7960h

Specifies bits 41:10 of the start address of IMR3 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR3_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR3 defined region.
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3.2.11

3.2.12

Type Size Offset Default

MMIO 32 bit MCHBAR + 7960h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default &

Range Access Field Name (ID): Description

IMR3 BASE (IMR3_BASE):

00000000 | IMR3_BASE - Specifies bits 41:10 of the start address of IMR3 region. IMR region
size must be a strict power of two, at least 1KB, and naturally aligned to the size.
These bits are compared with the result of the IMR3_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

RW

IMR3 MASK (IMR3MASK_0_0_0_MCHBAR_IMPH) — Offset
7964h

IMR3MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR3BASE, IMR3RAC, and
IMR3WAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMR3RAC and IMR3WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7964h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . B R
Range Access Field Name (ID): Description
00000000 IMR3 MASK (IMR3_IIVIASK): . . . .
31:0 h IMR3_MASK - These bits are ANDed with bits 41:10 of the incoming address to
RW determine if the combined result matches the IMR3BASE[31:0] value. A match
indicates that the incoming address falls within the IMR3 region.

IMR4 BASE (IMR4BASE_0_0_0_MCHBAR_IMPH) — Offset
7980h

Specifies bits 41:10 of the start address of IMR4 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR4_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR4 defined region.
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Type Size Offset Default
MMIO 32 bit MCHBAR + 7980h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
IMR4 BASE (IMR4_BASE):
00000000 | IMR4_BASE - Specifies bits 41:10 of the start address of IMR4 region. IMR region
31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.
' RW These bits are compared with the result of the IMR4_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

IMR4 MASK (IMR4MASK_0_0_0_MCHBAR_IMPH) — Offset
7984h

IMR4MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR4BASE, IMR4RAC, and
IMR4WAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMR4RAC and IMR4WAC registers

Type Size Offset Default
MMIO 32 bit MCHBAR + 7984h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) L
Range Access Field Name (ID): Description

00000000 IMR4 MASK (IMR4_!\4ASK): . . . .

31:0 h IMR4_MASK - These bits are ANDed with bits 41:10 of the incoming address to
' RW determine if the combined result matches the IMR4BASE[31:0] value. A match
indicates that the incoming address falls within the IMR4 region.

IMRS5 BASE (IMR5BASE_0_0_0_MCHBAR_IMPH) — Offset
79A0h

Specifies bits 41:10 of the start address of IMR5 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR5_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR5 defined region.
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3.2.15

3.2.16

Type Size Offset Default

MMIO 32 bit MCHBAR + 79A0h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default &

Range Access Field Name (ID): Description

IMRS5 BASE (IMR5_BASE):

00000000 | IMR5_BASE - Specifies bits 41:10 of the start address of IMRS5 region. IMR region
size must be a strict power of two, at least 1KB, and naturally aligned to the size.
These bits are compared with the result of the IMR5_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

RW

IMR5 MASK (IMR5MASK_0_0_0_MCHBAR_IMPH) — Offset
79A4h

IMR5MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR5BASE, IMR5RAC, and
IMR5WAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMR5RAC and IMR5WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 79A4h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . B R
Range Access Field Name (ID): Description
00000000 IMR5 MASK (IMR5_!~4ASK): . . . .
31:0 h IMR5_MASK - These bits are ANDed with bits 41:10 of the incoming address to
RW determine if the combined result matches the IMR5BASE[31:0] value. A match
indicates that the incoming address falls within the IMR5 region.

IMR6 BASE (IMR6BASE_0_0_0_MCHBAR_IMPH) — Offset
79C0h

Specifies bits 41:10 of the start address of IMR6 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR6_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR6 defined region.
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Type Size Offset Default
MMIO 32 bit MCHBAR + 79C0h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
IMR6 BASE (IMR6_BASE):
00000000 | IMR6_BASE - Specifies bits 41:10 of the start address of IMR6 region. IMR region
31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.
RW These bits are compared with the result of the IMR6_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

IMR6 MASK (IMR6MASK_0_0_0_MCHBAR_IMPH) — Offset
79C4h

IMR6MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR6BASE, IMR6RAC, and
IMR6WAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMR6RAC and IMR6WAC registers

Type Size Offset Default
MMIO 32 bit MCHBAR + 79C4h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) L
Range Access Field Name (ID): Description

00000000 IMR6 MASK (IMR6_MASK):

31:0 h IMR6_MASK - These bits are ANDed with bits 41:10 of the incoming address to
' RW determine if the combined result matches the IMR6BASE[31:0] value. A match
indicates that the incoming address falls within the IMR6 region.

IMR7 BASE (IMR7BASE_0_0_0_MCHBAR_IMPH) — Offset
79EOh

Specifies bits 41:10 of the start address of IMR7 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR7_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR7 defined region.
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3.2.19

3.2.20

Type Size Offset Default

MMIO 32 bit MCHBAR + 79EOh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default &

Range Access Field Name (ID): Description

IMR7 BASE (IMR7_BASE):

00000000 | IMR7_BASE - Specifies bits 41:10 of the start address of IMR7 region. IMR region
size must be a strict power of two, at least 1KB, and naturally aligned to the size.
These bits are compared with the result of the IMR7_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

RW

IMR7 MASK (IMR7MASK_0_0_0_MCHBAR_IMPH) — Offset
79E4h

IMR7MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR7BASE, IMR7RAC, and
IMR7WAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMR7RAC and IMR7WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 79E4h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . B R
Range Access Field Name (ID): Description
00000000 IMR7 MASK (IMR7_IIVIASK): . . . .
31:0 h IMR7_MASK - These bits are ANDed with bits 41:10 of the incoming address to
RW determine if the combined result matches the IMR7BASE[31:0] value. A match
indicates that the incoming address falls within the IMR7 region.

IMRS8 BASE (IMRS8BASE_0_0_0_MCHBAR_IMPH) — Offset
7A00h

Specifies bits 41:10 of the start address of IMR8 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR8_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR8 defined region.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 7A00h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description

IMRS8 BASE (IMR8_BASE):

00000000 | IMR8_BASE - Specifies bits 41:10 of the start address of IMR8 region. IMR region

31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.

RW These bits are compared with the result of the IMR8_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO

defined region.

IMR8 MASK (IMRSMASK_0_0_0_MCHBAR_IMPH) — Offset
7A04h

IMR8MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR8BASE, IMR8RAC, and
IMR8WAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMR8RAC and IMR8WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7A04h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) L
Range Access Field Name (ID): Description

00000000 IMR8 MASK (IMRS_!\GASK): . . . .

31:0 h IMR8_MASK - These bits are ANDed with bits 41:10 of the incoming address to
RW determine if the combined result matches the IMR8BASE[31:0] value. A match

indicates that the incoming address falls within the IMR8 region.

IMR9 BASE (IMR9BASE_0_0_0_MCHBAR_IMPH) — Offset
7A20h

Specifies bits 41:10 of the start address of IMR9 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR9_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR9 defined region.
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3.2.23

3.2.24

Type Size Offset Default

MMIO 32 bit MCHBAR + 7A20h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description

IMR9 BASE (IMR9_BASE):

00000000 | IMR9_BASE - Specifies bits 41:10 of the start address of IMR9 region. IMR region
size must be a strict power of two, at least 1KB, and naturally aligned to the size.
These bits are compared with the result of the IMR9_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

RW

IMR9 MASK (IMR9MASK_0_0_0_MCHBAR_IMPH) — Offset
7A24h

IMROMASK_0_0_0_MCHBAR_IMPH: This register, along with IMR9BASE, IMR9RAC, and
IMROWAC, defines an isolated region of memory that can be masked to prohibit certain
system agents from accessing memory. When an agent sends a request to the IOP,
whether snooped or not, an IMR may optionally prevent that transaction from changing
the state of memory or from getting correct data in response to the operation, if the
agent's SAI field does not specify the correct Policy. The IMR's Policy is configured by
the IMR9RAC and IMROWAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7A24h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
RaBr:tge Df\::?:lélsts& Field Name (ID): Description
00000000 IMR9 MASK (IMR9_If4ASK): . . . .
31:0 h IMR9_MASK - These bits are ANDed with bits 41:10 of the incoming address to
RW determine if the combined result matches the IMR9BASE[31:0] value. A match

indicates that the incoming address falls within the IMR9 region.

IMR10 BASE (IMR10BASE_0_0_0_ MCHBAR_IMPH) —
Offset 7A40h

Specifies bits 41:10 of the start address of IMR10 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR10_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR10 defined region.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 7A40h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description

IMR10 BASE (IMR10_BASE):

00000000 | IMR10_BASE - Specifies bits 41:10 of the start address of IMR10 region. IMR region
31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.
RW These bits are compared with the result of the IMR10_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

IMR10 MASK (IMR10MASK_0_0_O0_MCHBAR_IMPH) —
Offset 7A44h

IMR10MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR10BASE, IMR10RAC,
and IMR10WAC, defines an isolated region of memory that can be masked to prohibit
certain system agents from accessing memory. When an agent sends a request to the
IOP, whether snooped or not, an IMR may optionally prevent that transaction from
changing the state of memory or from getting correct data in response to the
operation, if the agent's SAI field does not specify the correct Policy. The IMR's Policy is
configured by the IMR10RAC and IMR10WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7A44h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) L
Range Access Field Name (ID): Description
00000000 IMR10 MASK (IMR10_MASK):
31:0 h IMR10_MASK - These bits are ANDed with bits 41:10 of the incoming address to
' RW determine if the combined result matches the IMR10BASE[31:0] value. A match
indicates that the incoming address falls within the IMR10 region.

IMR11 BASE (IMR11BASE_0_0_0_MCHBAR_IMPH) —
Offset 7A60h

Specifies bits 41:10 of the start address of IMR11 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR11_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR11 defined region.
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3.2.27

3.2.28

Type Size Offset Default

MMIO 32 bit MCHBAR + 7A60h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description

IMR11 BASE (IMR11_BASE):

00000000 | IMR11_BASE - Specifies bits 41:10 of the start address of IMR11 region. IMR region

31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.

RW These bits are compared with the result of the IMR11_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO

defined region.

IMR11 MASK (IMR11MASK_0_0_O0_MCHBAR_IMPH) —
Offset 7ZA64h

IMR11MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR11BASE, IMR11RAC,
and IMR11WAC, defines an isolated region of memory that can be masked to prohibit
certain system agents from accessing memory. When an agent sends a request to the
IOP, whether snooped or not, an IMR may optionally prevent that transaction from
changing the state of memory or from getting correct data in response to the
operation, if the agent's SAI field does not specify the correct Policy. The IMR's Policy is
configured by the IMR11RAC and IMR11WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7A64h 00000000h

Register Level Access:

BIOS Access SMM Access 0S Access
RW R =
Bit Default & . . __
Range Access Field Name (ID): Description
00000000 IMR11 MASK (IMR11_MASK):

31:0 h IMR11_MASK - These bits are ANDed with bits 41:10 of the incoming address to
’ RW determine if the combined result matches the IMR11BASE[31:0] value. A match

indicates that the incoming address falls within the IMR11 region.

IMR12 BASE (IMR12BASE_0_0_0_MCHBAR_IMPH) —
Offset 7A80h

Specifies bits 41:10 of the start address of IMR12 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR12_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR12 defined region.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 7A80h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description

IMR12 BASE (IMR12_BASE):

00000000 | IMR12_BASE - Specifies bits 41:10 of the start address of IMR12 region. IMR region
31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.
RW These bits are compared with the result of the IMR12_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

IMR12 MASK (IMR12MASK_0_0_O_MCHBAR_IMPH) —
Offset 7A84h

IMR12MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR12BASE, IMR12RAC,
and IMR12WAC, defines an isolated region of memory that can be masked to prohibit
certain system agents from accessing memory. When an agent sends a request to the
IOP, whether snooped or not, an IMR may optionally prevent that transaction from
changing the state of memory or from getting correct data in response to the
operation, if the agent's SAI field does not specify the correct Policy. The IMR's Policy is
configured by the IMR12RAC and IMR12WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7A84h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) L
Range Access Field Name (ID): Description
00000000 IMR12 MASK (IMR12_MASK):
31:0 h IMR12_MASK - These bits are ANDed with bits 41:10 of the incoming address to
' RW determine if the combined result matches the IMR12BASE[31:0] value. A match
indicates that the incoming address falls within the IMR12 region.

IMR13 BASE (IMR13BASE_0_0_0_MCHBAR_IMPH) —
Offset 7AAOh

Specifies bits 41:10 of the start address of IMR13 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR13_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR13 defined region.
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3.2.31

3.2.32

Type Size Offset Default

MMIO 32 bit MCHBAR + 7AAOh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description

IMR13 BASE (IMR13_BASE):

00000000 | IMR13_BASE - Specifies bits 41:10 of the start address of IMR13 region. IMR region

31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.

RW These bits are compared with the result of the IMR13_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO

defined region.

IMR13 MASK (IMR13MASK_0_0_0_MCHBAR_IMPH) —
Offset 7ZAA4h

IMR13MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR13BASE, IMR13RAC,
and IMR13WAC, defines an isolated region of memory that can be masked to prohibit
certain system agents from accessing memory. When an agent sends a request to the
IOP, whether snooped or not, an IMR may optionally prevent that transaction from
changing the state of memory or from getting correct data in response to the
operation, if the agent's SAI field does not specify the correct Policy. The IMR's Policy is
configured by the IMR13RAC and IMR13WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7AA4h 00000000h

Register Level Access:

BIOS Access SMM Access 0S Access
RW R =
Bit Default & . . __
Range Access Field Name (ID): Description
00000000 IMR13 MASK (IMR13_MASK):

31:0 h IMR13_MASK - These bits are ANDed with bits 41:10 of the incoming address to
’ RW determine if the combined result matches the IMR13BASE[31:0] value. A match

indicates that the incoming address falls within the IMR13 region.

IMR14 BASE (IMR14BASE_0_0_0_MCHBAR_IMPH) —
Offset 7ACOh

Specifies bits 41:10 of the start address of IMR14 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR14_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR14 defined region.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 7ACOh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description

IMR14 BASE (IMR14_BASE):

00000000 | IMR14_BASE - Specifies bits 41:10 of the start address of IMR14 region. IMR region
31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.
RW These bits are compared with the result of the IMR14_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

IMR14 MASK (IMR14MASK_0_0_O_MCHBAR_IMPH) —
Offset 7ZAC4h

IMR14MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR14BASE, IMR14RAC,
and IMR14WAC, defines an isolated region of memory that can be masked to prohibit
certain system agents from accessing memory. When an agent sends a request to the
IOP, whether snooped or not, an IMR may optionally prevent that transaction from
changing the state of memory or from getting correct data in response to the
operation, if the agent's SAI field does not specify the correct Policy. The IMR's Policy is
configured by the IMR14RAC and IMR14WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7AC4h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) L
Range Access Field Name (ID): Description
00000000 IMR14 MASK (IMR14_MASK):
31:0 h IMR14_MASK - These bits are ANDed with bits 41:10 of the incoming address to
' RW determine if the combined result matches the IMR14BASE[31:0] value. A match
indicates that the incoming address falls within the IMR14 region.

IMR15 BASE (IMR15BASE_0_0_0_MCHBAR_IMPH) —
Offset 7AFOh

Specifies bits 41:10 of the start address of IMR15 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR15_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR15 defined region.
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3.2.35

3.2.36

Type Size Offset Default

MMIO 32 bit MCHBAR + 7AFOh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description

IMR15 BASE (IMR15_BASE):

00000000 | IMR15_BASE - Specifies bits 41:10 of the start address of IMR15 region. IMR region

31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.

RW These bits are compared with the result of the IMR15_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO

defined region.

IMR15 MASK (IMR15MASK_0_0_0_MCHBAR_IMPH) —
Offset 7ZAF4h

IMR15MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR15BASE, IMR15RAC,
and IMR15WAC, defines an isolated region of memory that can be masked to prohibit
certain system agents from accessing memory. When an agent sends a request to the
IOP, whether snooped or not, an IMR may optionally prevent that transaction from
changing the state of memory or from getting correct data in response to the
operation, if the agent's SAI field does not specify the correct Policy. The IMR's Policy is
configured by the IMR15RAC and IMR15WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7AF4h 00000000h

Register Level Access:

BIOS Access SMM Access 0S Access
RW R =
Bit Default & . . __
Range Access Field Name (ID): Description
00000000 IMR15 MASK (IMR15_MASK):

31:0 h IMR15_MASK - These bits are ANDed with bits 41:10 of the incoming address to
’ RW determine if the combined result matches the IMR15BASE[31:0] value. A match

indicates that the incoming address falls within the IMR15 region.

IMR16 BASE (IMR16BASE_0_0_0_ MCHBAR_IMPH) —
Offset 7B10h

Specifies bits 41:10 of the start address of IMR16 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR16_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR16 defined region.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 7B10h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description

IMR16 BASE (IMR16_BASE):

00000000 | IMR16_BASE - Specifies bits 41:10 of the start address of IMR16 region. IMR region
31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.
RW These bits are compared with the result of the IMR16_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO
defined region.

IMR16 MASK (IMR16MASK_0_0_O0_MCHBAR_IMPH) —
Offset 7B14h

IMR16MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR16BASE, IMR16RAC,
and IMR16WAC, defines an isolated region of memory that can be masked to prohibit
certain system agents from accessing memory. When an agent sends a request to the
IOP, whether snooped or not, an IMR may optionally prevent that transaction from
changing the state of memory or from getting correct data in response to the
operation, if the agent's SAI field does not specify the correct Policy. The IMR's Policy is
configured by the IMR16RAC and IMR16WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7B14h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) L
Range Access Field Name (ID): Description
00000000 IMR16 MASK (IMR16_MASK):
31:0 h IMR16_MASK - These bits are ANDed with bits 41:10 of the incoming address to
' RW determine if the combined result matches the IMR16BASE[31:0] value. A match
indicates that the incoming address falls within the IMR16 region.

IMR17 BASE (IMR17BASE_0_0_0_MCHBAR_IMPH) —
Offset 7B30h

Specifies bits 41:10 of the start address of IMR17 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR17_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR17 defined region.
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3.2.39

3.2.40

Type Size Offset Default

MMIO 32 bit MCHBAR + 7B30h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description

IMR17 BASE (IMR17_BASE):

00000000 | IMR17_BASE - Specifies bits 41:10 of the start address of IMR17 region. IMR region

31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.

RW These bits are compared with the result of the IMR17_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO

defined region.

IMR17 MASK (IMR17MASK_0_0_0_MCHBAR_IMPH) —
Offset 7B34h

IMR17MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR17BASE, IMR17RAC,
and IMR17WAC, defines an isolated region of memory that can be masked to prohibit
certain system agents from accessing memory. When an agent sends a request to the
IOP, whether snooped or not, an IMR may optionally prevent that transaction from
changing the state of memory or from getting correct data in response to the
operation, if the agent's SAI field does not specify the correct Policy. The IMR's Policy is
configured by the IMR17RAC and IMR17WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7B34h 00000000h

Register Level Access:

BIOS Access SMM Access 0S Access
RW R =
Bit Default & . . __
Range Access Field Name (ID): Description
00000000 IMR17 MASK (IMR17_MASK):

31:0 h IMR17_MASK - These bits are ANDed with bits 41:10 of the incoming address to
’ RW determine if the combined result matches the IMR17BASE[31:0] value. A match

indicates that the incoming address falls within the IMR17 region.

IMR18 BASE (IMR18BASE_0_0_0_ MCHBAR_IMPH) —
Offset 7B50h

Specifies bits 41:10 of the start address of IMR18 region. IMR region size must be a
strict power of two, at least 1KB, and naturally aligned to the size. These bits are
compared with the result of the IMR18_MASK[31:0] applied to bits 41:10 of the
incoming address, to determine if an access falls within the IMR18 defined region.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 7B50h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description

IMR18 BASE (IMR18_BASE):

00000000 | IMR18_BASE - Specifies bits 41:10 of the start address of IMR18 region. IMR region

31:0 h size must be a strict power of two, at least 1KB, and naturally aligned to the size.

RW These bits are compared with the result of the IMR18_MASK[31:0] applied to bits
41:10 of the incoming address, to determine if an access falls within the IMRO

defined region.

IMR18 MASK (IMR18MASK_0_0_0_MCHBAR_IMPH) —
Offset 7B54h

IMR18MASK_0_0_0_MCHBAR_IMPH: This register, along with IMR18BASE, IMR18RAC,
and IMR18WAC, defines an isolated region of memory that can be masked to prohibit
certain system agents from accessing memory. When an agent sends a request to the
IOP, whether snooped or not, an IMR may optionally prevent that transaction from
changing the state of memory or from getting correct data in response to the
operation, if the agent's SAI field does not specify the correct Policy. The IMR's Policy is
configured by the IMR18RAC and IMR18WAC registers

Type Size Offset Default

MMIO 32 bit MCHBAR + 7B54h 00000000h

Register Level Access:

BIOS Access SMM Access 0S Access
RW R =
Bit Default & . . o
Range Access Field Name (ID): Description
00000000 IMR18 MASK (IMR18_MASK):

31:0 h IMR18_MASK - These bits are ANDed with bits 41:10 of the incoming address to
' RW determine if the combined result matches the IMR18BASE[31:0] value. A match
indicates that the incoming address falls within the IMR18 region.

Inter-Channel Decode Parameters
(MAD_INTER_CHANNEL_O_O_O_MCHBAR) — Offset D800h

This register holds parameters used by the channel decode stage.
It defines virtual channel L mapping, as well as channel S size.

Also defined is the DDR type installed in the system (what DDR/LPDDR type is used).
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Type Size Offset Default

MMIO 32 bit MCHBAR + D800h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
31 Oh Half Cacheline Mode (HALFCACHELINEMODE):
RW In this mode, the memory controller operates at 32B data chunkss.
Oh
30:29 RO Reserved
Channel Width (CH_WIDTH):
This field defines the width of DRAM Channel
Oh 00b: x16
28:27 RW 01b: x32
10b: x64
11b: Reserved
Oh
26:20 RO Reserved

Channel S Size (CH_S_SIZE):

19:12 23\7 Channel S size in multiplies of 0.5GB.
Supported range is 0GB - 64GB.
Oh
11:5 RO Reserved
Channel L Mapping (CH_L_MAP):
4 Oh Channel L mapping to physical channel.
RW Ob: Channel 0
1b: Channel 1
Oh
3 RO Reserved
DDR Type (DDR_TYPE):
Defines the DDR type:
0: DDR4
2:0 SR)CV 1: DDR5
2: LPDDR5
3: LPDDR4

4-7: Reserved

3.2.43 Intra-Channel 0 Decode Parameters
(MAD_INTRA_CHO_O_0_0_MCHBAR) — Offset D804h

This register holds parameters used by the DRAM decode stage.
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Type Size Offset Default
MMIO 32 bit MCHBAR + D804h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
31:15 RO Reserved
oh CRC Mode Enable (CRC):
14 RW Ob: Disabled
1b: Enabled
ECC Channel Configuration (ECC):
0: No ECC active in the channel.
1: ECC is active in I0, ECC logic is not active.
2: ECC is disabled in IO, but ECC logic is enabled.
13:12 Oh 3: ECC active in both I0 and ECC logic.
' RW Notes:
e This field must be programmed identically for all populated channels.
e In a system with ECC this field must be programmed to 1 during training and then
3 before transitioning from training mode to Normal mode.
Oh
11:9 RO Reserved
Enhanced Interleaving Mode (EIM):
Oh )
8 RW Ob: Disabled
1b: Enabled
Oh
7:1 RO Reserved
DIMM L Mapping (DIMM_L_MAP):
0 Oh Virtual DIMM L mapping to physical DIMM
RW Ob: DIMMO
1b: DIMM1

Intra-Channel 1 Decode Parameters
(MAD_INTRA_CH1_0_0_0_MCHBAR) — Offset D808h

This register holds parameters used by the DRAM decode stage.

Bit definitions are the same as MAD_INTRA_CHO_0_0_0_MCHBAR, offset D804h.

Channel 0 DIMM Characteristics
(MAD_DIMM_CHO_O0_0_0_MCHBAR) — Offset DS80Ch

This register defines the channel DIMM characteristics - number of DIMMs, number of
ranks, size and type.

Datasheet Volume 2 of 2



Host Bridge and DRAM Controller (DO:FO0) I n te I
®

Type Size Offset Default
MMIO 32 bit MCHBAR + D80Ch 10001800h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Decoder Extended Bank Hashing (DECODER_EBH):
31:30 Oh Enable address decoder Extended bank hashing.
' RW Bit 0: Enable XaB
Bit 1: Enable XbB
BGO Bit Options (BGO_BIT_OPTIONS):
depending on value, BG[0] will be replaced with C[5] or C[6].
DDRS5:
0: CAS[5] = zoneaddr[8], BG[0] = zoneaddr[6]
1: CAS[5] = zoneaddr[6], BG[0] = zoneaddr[8]
2: CAS[6] = zoneaddr[6], BG[0] = zoneaddr[9]
3: Reserved
59:28 | 1 DDR4:
' RW 0: CAS[5] = zoneaddr[9], BG[0] = zoneaddr[6]
1: CAS[5] = zoneaddr[6], BG[0] = zoneaddr[9]
2: CAS[6] = zoneaddr[6], BG[0] = zoneaddr[10]
3: Reserved
for LPDDR5 BGMode only-
1: Swap BG[1]/CAS[6]
else: keep original BG[1]/CAS[6]
3: Reserved
DIMM S Number of Ranks (DSNOR):
Oh DIMM S number of ranks
27:26 RW Ob: 1 Rank
1b: 2 Ranks
DIMM S Width (DSW):
Width of DDR chips
. Oh 0: X8 chips
25:24 RW 1: X16 chips
2: X32 chips
3: Reserved
Oh
23 RO Reserved
92:16 00h DIMM S Size (DIMM_S_SIZE):
' RW Size of DIMM S in 0.5GB multiples.
Oh
15:13 RO Reserved
1h DDR5 DIMM L capacity 8Gb (DDR5_DL_8GB):
12 RW 0: DDR5 DIMM L capacity is more than 8Gb
1: DDR5 DIMM L capacity is 8Gb
1h DDR5 DIMM S capacity 8Gb (DDR5_DS_8GB):
11 RW 0: DDR5 DIMM S capacity is more than 8Gb
1: DDR5 DIMM S capacity is 8Gb
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RaBr:tge Dﬁz:?:glsts& Field Name (ID): Description
DIMM L Number of Ranks (DLNOR):
0: 1 Rank
10:9 Oh 1: 2 Ranks
RW In ERM (enhanced rank mode):
2: 3 ranks
3: 4 ranks
DIMM L Width (DLW):
DIMM L width of DDR chips
8:7 Oh 0: X8 chips
RW 1: X16 chips
2: X32 chips
3: Reserved
6:0 00h DIMM L Size (DIMM_L_SIZE):
' RW Size of DIMM L in 0.5GB multiples

Channel 1 DIMM Characteristics
(MAD_DIMM_CH1_0_0_0_MCHBAR) — Offset D810h

This register defines the channel DIMM characteristics - number of DIMMs, number of
ranks, size and type.

Type Size Offset Default
MMIO 32 bit MCHBAR + D810h 10001800h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . .
Range Access Field Name (ID): Description
Decoder Extended Bank Hashing (DECODER_EBH):
31:30 Oh Enable address decoder Extended bank hashing.
’ RW Bit 0: Enable XaB
Bit 1: Enable XbB
BGO Bit Options (BGO_BIT_OPTIONS):
depending on value, BG[0] will be replaced with C[5] or C[6].
DDRS5:
0: CAS[5] = zoneaddr[8], BG[0] = zoneaddr[6]
1: CAS[5] = zoneaddr[6], BG[0] = zoneaddr[8]
29:28 1h 2: CAS[6] = zoneaddr[6], BG[0] = zoneaddr[9]
’ RW 3: Reserved
DDR4:
0: CAS[5] = zoneaddr[9], BG[0] = zoneaddr[6]
1: CAS[5] = zoneaddr[6], BG[0] = zoneaddr[9]
2: CAS[6] = zoneaddr[6], BG[0] = zoneaddr[10]
3: Reserved
DIMM S Number of Ranks (DSNOR):
Oh DIMM S number of ranks
27:26 RW 0b: 1 Rank
1b: 2 Ranks
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Bit Default & . . Lo
Range Access Field Name (ID): Description
DIMM S Width (DSW):
Width of DDR chips
. Oh 0: X8 chips
25:24 RW 1: X16 chips
2: X32 chips
3: Reserved
Oh
23 RO Reserved
22:16 00h DIMM S Size (DIMM_S_SIZE):
' RW Size of DIMM S in 0.5GB multiples.
Oh
15:13 RO Reserved

1h DDR5 DIMM L capacity 8Gb (DDR5_DL_8GB):
12 RW 0: DDR5 DIMM L capacity is more than 8Gb
1: DDR5 DIMM L capacity is 8Gb

DDR5 DIMM S capacity 8Gb (DDR5_DS_8GB):

11 ;CV 0: DDR5 DIMM S capacity is more than 8Gb
1: DDR5 DIMM S capacity is 8Gb
DIMM L Number of Ranks (DLNOR):
0: 1 Rank
10:9 Oh 1: 2 Ranks
RW In ERM (enhanced rank mode):
2: 3 ranks
3: 4 ranks
DIMM L Width (DLW):
DIMM L width of DDR chips
8:7 Oh 0: X8 chips
RW 1: X16 chips
2: X32 chips
3: Reserved
6:0 00h DIMM L Size (DIMM_L_SIZE):
’ RW Size of DIMM L in 0.5GB multiples

Channel Hash (CHANNEL_HASH_0_0_0_MCHBAR) —

Offset D824h

This register defines the MC channel selection function.
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Type Size Offset Default
MMIO 32 bit MCHBAR + D824h 03000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
31:29 RO Reserved
Hash Mode (HASH_MODE):
28 Oh Encoding:
RW 0: Use address bit-6 for channel selection.
1: Use the channel hash function as defined in the other fields of this register.
Oh
27 RO Reserved
Hash LSB Mask Bit (HASH_LSB_MASK_BIT):
This field specifies the MC Channel interleave bit.
The following encoding is used:
0: Addr[6]
1: Addr[7]
2: Addr[8]
3: Addr[9]
3h 4: Addr[10]
26:24 | ow 5: Addr[11]
6: Addr[12]
7: Addr[13]
For example, setting this field to 2 will interleave the channels at a 4 cacheline
granularity.
BIOS should set this field same as the lowest selected bit in the Mask field of this
register.
Note that if the Mask field does not include the corresponding interleave bit, it will
still be included in the XOR function by the MC decoding logic.
Oh
23:20 RO Reserved
Hash Mask (HASH_MASK):
0000h The 14-bit mask corresponds to memory request Addr[19:6].
19:6 RW Setting a mask bit to 1 will include that particular address bit in the channel XOR
function.
For example, if the mask is set to 0C04h, then Channel = Addr[17] Addr[16] Addr[8]
Oh
5:0 RO Reserved

Channel Enhanced Hash
(CHANNEL_EHASH_O0_O0_0O_MCHBAR) — Offset D828h

This register defines the MC Enhanced channel selection function.
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Type Size Offset Default
MMIO 32 bit MCHBAR + D828h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:29 RO Reserved
Sub Channels EHASH Mode (EHASH_MODE):
oh Encoding address bit for sub channel selection (LPDDR):
28 RW 0: Use address bit-6 for sub channel selection.
1: Use the channel Ehash function as defined in the other fields of this register
This mode Should be only used when ther eare 2 Sub-channels per channel (LPDDR)
Oh
27 RO Reserved
Enhanced Hash LSB Mask Bit (EHASH_LSB_MASK_BIT):
This specifies the MC Enhanced Channel interleave bit.
The following encoding is used:
e 000b: Addr[6]
e 001b: Addr[7]
e 010b: Addr[8]
e 01l1lb: Addr[9]
e 100b: Addr[10]
e 101b: Addr[11]
e 110b: Addr[12]
26:24 Oh e 111b: Addr[13]
' RW For example, setting this field to 10b will interleave the sub channels at a 4 cache line
granularity.
BIOS should set this field same as the lowest selected bit in the Mask field of this
register. Note that if the Mask field does not include the corresponding interleave bit,
it will still be included in the XOR function by the MC decoding logic.
The addresses above refer to channel addresses. When both channels are populated
with sub-channels, addresses in this field that are higher than the
HASH_LSB_MASK_BIT (defined in CHANNEL_HASH register) are one bit higher in
physical address.
Examples:
e HASH_LSB_MASK_BIT = 0x2: physical Addr[8]
e EHASH_LSB_MASK_BIT = 0x2: channel address[8], physical address [9]
Oh
23:20 RO Reserved
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RaBr:tge D:f:?::lsts& Field Name (ID): Description
Enhanced Hash Mask (EHASH_MASK):
The 14 bit mask corresponds to memory request Addr[19:6].
Setting a mask bit to 1 will include that particular address bit in the channel XOR
function.
For example, if the mask is set to 14'h0C04, then Channel = Addr[17] Addr[16]
Addr[8]

0000h The addresses above refer to channel addresses.

19:6 RW When both channels are populated with sub-channels, addresses in this field that are
higher than the HASH_LSB_MASK_BIT (defined in CHANNEL_HASH register) are one
bit higher in physical address.

Examples:
e HASH_LSB_MASK_BIT = 0x2: physical Addr[8]
e EHASH_LSB_MASK_BIT=0x2: channel address[8], physical address [9]

5:0 g?) Reserved

3.2.49 Memory Request Counters Configuration
(PWM_PROGRAMMABLE_REQCOUNT_CONFIG_0_0_0_MC
HBAR) — Offset D83Ch

Configuration register for PWM_PROGRAMMABLE_REQCOUNT_0_0_0_MCHBAR[1:0]

counters.
Type Size Offset Default
MMIO 32 bit MCHBAR + D83Ch 00010820h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . i
Range Access Field Name (ID): Description
Oh
31:20 RO Reserved
Memory Source ID3 (CMI_SOURCE_ID3):
Holds 1 of 2 CMI Source IDs that will increment the
02h PWM_PROGRAMMABLE_REQCOUNT_0_0_0_MCHBAR[1] counter.

19:15 RW When a new memory request enters memory controller that has a Source ID
matching either CMI_Source_ID2 or CMI_Source_ID3 the counter will be
incremented by 1.

The default is the CMI Source ID of IOP (IO Port).

Memory Source ID2 (CMI_SOURCE_ID2):
Holds 1 of 2 CMI Source IDs that will increment the
02h PWM_PROGRAMMABLE_REQCOUNT_0_0_0_MCHBAR[1] counter.

14:10 RW When a new memory request enters memory controller that has a Source ID
matching either CMI_Source_ID2 or CMI_Source_ID3 the counter will be
incremented by 1.

The default is the CMI Source ID of IOP (IO Port).
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Bit Default &

Range Access Field Name (ID): Description

Memory Source ID1 (CMI_SOURCE_ID1):

Holds 1 of 2 CMI Source IDs that increment the

o01h PWM_PROGRAMMABLE_REQCOUNT_0_0_0_MCHBARI[0] counter.

9:5 RW When a new memory request enters the memory controller that has a Source ID
matching either CMI_Source_IDO or CMI_Source_ID1 the counter is incremented by

1.

The default is the CMI Source ID of IDP1 (IDI Port 1).

Memory Source ID0 (CMI_SOURCE_IDO):

Holds 1 of 2 CMI Source IDs that increment the
00h PWM_PROGRAMMABLE_REQCOUNT_0_0_0_MCHBAR[0] counter.

RW When a new memory request enters MC that has a Source ID matching either
CMI_Source_IDO or CMI_Source_ID1 the counter will be incremented by 1.

The default is the Memory Source ID of IDPO (IDI Port 0).

4:0

Memory Request Global Counter
(PWM_TOTAL_REQCOUNT_0_0_0_MCHBAR) — Offset
D840h

Counts every 64B memory read and write request entering the Memory Controller to
DRAM (sum of all channels).

Each write request counts as a new request incrementing this counter.

However, same-cache-line write requests (both full and partial) are combined to a
single 64-byte data transfer to DRAM.

Therefore multiplying the number of requests by 64-bytes will lead to inaccurate
memory bandwidth.

The inaccuracy is proportional to the number of same-cache-line writes.

If a SOC has multiple MCs instantiated, all instances of this counter will need to be
added together to get total memory request bandwidth.

Type Size Offset Default

MMIO 64 bit MCHBAR + D840h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW R R

Bit Default &

Range Access Field Name (ID): Description

00000000
63:0 00000000 | Request Count (COUNT):

' h Count of the total number of 64B CMI read and write requests entering this MC.
RW/V
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Memory Request Counter 0
(PWM_PROGRAMMABLE_REQCOUNT_0_0_O0_MCHBAR[O0])
— Offset D848h

Counts every 64B memory read and write request entering the Memory Controller to
DRAM (sum of all channels) from up to two programmable CMI Source IDs, contained
in PWM_PROGRAMMABLE_REQCOUNT_CONFIG_0_0_0_MCHBAR register. Each write
request counts as a new request incrementing this counter. However, same-cache-line
write requests (both full and partial) are combined to a single 64-byte data transfer to
DRAM. Therefore multiplying the number of requests by 64-bytes will lead to inaccurate
memory bandwidth. The inaccuracy is proportional to the number of same-cache-line
writes. If a SOC has multiple MCs instantiated all instances of this counter will need to
be added together to get the sum of the requests from the programmable sources.

Note: There are 2 instances of this register. The offset between instances is 8.

Type Size Offset Default

MMIO 64 bit MCHBAR + D848h 0000000000000000N

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . I
Range Access Field Name (ID): Description

00000000 | Request Count (COUNT):

63:0 00000000 | counts the 64B memory read and write requests entering this memory controller
' h from up to two programmable memory Source IDs, contained in

RW/V PWM_PROGRAMMABLE_REQCOUNT_CONFIG_0_0_0_MCHBAR register.

RACAS Counter (PWM_RDCAS_COUNT_0_0_0_MCHBAR) —
Offset D858h

Counts every read (RdCAS) issued by the Memory Controller to DRAM (sum of all
channels). All requests result in 64-byte data transfers from DRAM. Use for accurate
memory bandwidth calculations.
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Type Size Offset Default
MMIO 64 bit MCHBAR + D858h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
00000000
00000000 | RACAS Count (COUNT):
63:0 h
Number of accesses
RW/V

3.2.53 Self Refresh Mode Control
(PM_SREF_CONFIG_O0_0_0_MCHBAR) — Offset D860h
Defines if and when DDR can go into Self Refresh
Type Size Offset Default
MMIO 32 bit MCHBAR + D860h 00000200h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
RaBr:tge Df\i::lélsts& Field Name (ID): Description
. oh
31:16 RO Reserved
Idle Timer (IDLE_TIMER):
15:0 0200h This value is used when the SREF_enable field is set. It defines the number of cycles
' RW/V that there should not be any transaction in order to enter self-refresh.
Supported range is 512 to 64K-1
3.2.54 Address Compare for ECC Error Inject

(ECC_INJ_ADDR_COMPARE_0_0_0_MCHBAR) — Offset
D888h

Error injection is issued when ECC_INJ_ADDR_COMPARE_0_0_0_MCHBAR[32:0] ==
ADDR[38:6] and ECC_INJ_ADDR_MASK_0_0_0_MCHBAR[32:0]

For Memory Controller 1 (MC1) - Please refer to doc #655741 for details.
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Type Size Offset Default
MMIO 64 bit MCHBAR + D888h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
63:33 RO Reserved
00000000 | ADDRESS:
32:0 Oh Inject error when ECC_INJ_ADDR_COMPARE_0_0_0_MCHBAR[32:0] ==
RW ADDR[38:6] and ECC_INJ_ADDR_MASK_0_0_0_MCHBAR[31:0]

Remap Base (REMAPBASE_O0_0_0_MCHBAR) — Offset
D890

The value in this register defines the lower boundary of the Remap window.

The Remap window is inclusive of this address.

In the decoder A[19:0] of the Remap Base Address are assumed to be 0's.

Thus the bottom of the defined memory range will be aligned to a 1MB boundary.

When the value in this register is greater than the value programmed into the Remap
Limit register, the Remap window is disabled.

These bits are Intel TXT lockable.

Type Size Offset Default
MMIO 64 bit MCHBAR + D890h 0000007FFFFO0000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . I

Range Access Field Name (ID): Description

Oh
63:39 RO Reserved
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R:r:tge Df\f;le"sts& Field Name (ID): Description
Remap Base Address (REMAPBASE):
The value in this register defines the lower boundary of the Remap window.
The Remap window is inclusive of this address.

38:20 7FFFFh In the decoder Address[19:0] of the Remap Base Address are assumed to be 0's.

RW Thus the bottom of the defined memory range will be aligned to a 1MB boundary.
When the value in this register is greater than the value programmed into the Remap
Limit register, the Remap window is disabled.
These bits are Intel TXT lockable.
19:0 gg Reserved

3.2.56 Remap Limit (REMAPLIMIT_O0_O0_O_MCHBAR) — Offset
D898h

The value in this register defines the upper boundary of the Remap window.

The Remap window is inclusive of this address.

In the decoder Address[19:0] of the Remap Limit Address are assumed to be F's.

Thus the top of the defined range will be one byte less than a 1MB boundary.

When the value in this register is less than the value programmed into the Remap Base
register, the Remap window is disabled.

These Bits are Intel TXT lockable.

Type Size Offset Default
MMIO 64 bit MCHBAR + D898h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . R
Range Access Field Name (ID): Description
Oh
63:39 RO Reserved
Remap Limit (REMAPLMT):
The value in this register defines the upper boundary of the Remap window.
The Remap window is inclusive of this address.
38:20 00000h In the decoder Address[19:0] of the Remap Limit Address are assumed to be F's.
' RW Thus the top of the defined range will be one byte less than a 1MB boundary.
When the value in this register is less than the value programmed into the Remap
Base register, the Remap window is disabled.
These Bits are Intel TXT lockable.
Oh
19:0 RO Reserved
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WrCAS Counter (PWM_WRCAS_COUNT_0_0_0_MCHBAR)
— Offset DSAOA

Counts every write (WrCAS) issued by the Memory Controller to DRAM (sum of all
channels).

All requests result in 64-byte data transfers from DRAM. Use for accurate memory
bandwidth calculations.

Bit definitions are the same as PWM_RDCAS_COUNT_0_0_0_MCHBAR, offset D858h.

Command Counter
(PWM_COMMAND_COUNT_O0_0_0_MCHBAR) — Offset
DS8ASh

Request counter used by the PCU for estimation of MC & MCIO power consumption and
its sources.

There are 3 registers for sources and three registers for MC Operations.

Sources:

GT

IA Cores

10

MC Operations:
RD data

WR data
Command

Type Size Offset Default

MMIO 64 bit MCHBAR + D8A8h 0000000000000000N

Register Level Access:

BIOS Access SMM Access OS Access

RW R R

Bit
Range

Default &

Access Field Name (ID): Description

00000000
00000000
h

RW/V

Command Counter (COUNT):
Number of accesses.
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Address Mask for ECC Error Inject
(ECC_INJ_ADDR_MASK_0_0_0_MCHBAR) — Offset D958h

Error injection is issued when ECC_INJ_ADDR_COMPARE_0_0_0_MCHBAR[32:0] =
ADDR[38:6] AND ECC_INJ_ADDR_MASK_0_0_0_MCHBAR[32:0].

For Memory Controller 1 (MC1) - Please refer to doc #655741 for details.

Type Size Offset Default

MMIO 64 bit MCHBAR + D958h 00000001FFFFFFFFh

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:33 RO Reserved
1FFFFFFFF | ADDRESS:
32:0 h Inject error when ECC_Inj_Addr_Compare[32:0] = ADDR[38:6] AND
RW ECC_Inj_Addr_Mask[32:0]

MAD MC HASH 0 0 0O MCHBAR
(MAD_MC_HASH_0_0_0_MCHBAR) — Offset D9B8h

This register holds parameters used by the CMI slice selection. transforming from HPA
(Host Physical Address)-->CCA (CMI compresed address)

Type Size Offset Default

MMIO 32 bit MCHBAR + D9B8h 00000006h

Register Level Access:

BIOS Access SMM Access OS Access

RW R R

Bit Default & Field Name (ID): Description

Range Access
Oh
31:14 RO Reserved

oh Stacked Mode (STACKED_MODE):
13 Working in stacked mode, this MC handles the high address bits and will decrement

RW Zonel_start/2 from the recived address
Zonel start (ZONE1_START):
Address in GB of the non-interleaved portion of non-symmetric memory.
12:4 000h i.e. in case slice 0 has 32 GB and slice 1 has 8 G, then start of non-symmetric
’ RW memory is 16GB so Zonel_start=0x10.

if the memory is symmetric, Zonel_start is set to memory size (i.e. for total capacity
of 64GB Zonel_start=0x40)
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Bit Default & . . T
Range Access Field Name (ID): Description
Hash LSB (HASH_LSB):
LSB used in MCI hashing between the two MCs.
the Hash bit should be removed from the address in order to get a conseutive
3h address in the MC space.
3:1 Encoding:
RW 000 - address bit 6
001 - address bit 7
111 - address bit 13
0 Oh Hash enabled (HASH_ENABLED):
RW Hasing in ZoneO between the two MC is enabled

PMON GLOBAL CONTROL 0 0 0 MCHBAR
(PMON_GLOBAL_CONTROL_0_0_0_MCHBAR) — Offset
D9COh

Configuration register for chasis PMON. no central Pmon unit implemented so this
register is also a part of MC.

Type Size Offset Default
MMIO 32 bit MCHBAR + D9COh 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R RW
Bit Default & . ) .
Range Access Field Name (ID): Description
Oh
31:3 RO Reserved
oh Global reset ctrs (GLOBAL_RESET_CTRS):
2 RW/V when set to 1, the counter registers of all units will be reseted to 0. This bit is self
clearing.
oh Global reset ctrl (GLOBAL_RESET_CTRL):
1 RW/V when set to 1, the counter control registers of all pmons will be reseted to 0. This bit
is self clearing.
oh global freeze (GLOBAL_FREEZE):
0 RW Freeze.
if set to 1, the counters in all units will stop counting and keep their value.

PMON UNIT CONTROL 0 0 0 MCHBAR
(PMON_UNIT_CONTROL_0_0_0_MCHBAR) — Offset
D9C4h

Configuration register for PMON Unit (holds several coutners)
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Type Size Offset Default

MMIO 32 bit MCHBAR + D9C4h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW R RW

Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:10 RO Reserved
9 Oh reset ctrs (RESET_CTRS):
RW/V when set to 1, the counter registers will be reseted to 0. This bit is self clearing.
oh reset ctrl (RESET_CTRL):
8 RW/V when set to 1, the counter control registers will be reseted to 0. This bit is self
clearing.
Oh
7:1 RO Reserved
oh frz reg (FRZ):
0 RW Freeze.
if set to 1, the counters in this unit will stop counting and keep their value.

3.2.63 PMON COUNTER CONTROL 0 0 0 MCHBAR
(PMON_COUNTER_CONTROL_O0_0_O_MCHBARJ[O0]) —
Offset D9DOhA

Configuration register for PMON_COUNTER_DATA

Note: There are 5 instances of this register. The offset between instances is 4.

Type Size Offset Default

MMIO 32 bit MCHBAR + D9DO0Oh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:19 RO Reserved
edge det (EDGE_DET):
oh Edge Detect.
18 RW/V when set to 1, rather than measuring the event in each cycle it's asserted, the
corrosponding counter will increment when a 0 to 1 transition (i.e. rising edge) is
detected.
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Bit Default & . . .
Range Access Field Name (ID): Description
rst reg (RST):
Oh
17 RW/V Reset
when set to 1, the corrosponding coutner will be cleared to 0. this bit is self clearing
Oh
16:12 RO Reserved
ch mask (CH_MASK):
select which channel or sub channel is counted, or both.
11:8 Oh In channel events bits [9:8] (Isb) mask the channel, in sub-channel events bits
) RW/V [11:8] mask [chl-subchl, ch1l-subch0O, chO-subchl, chl-subch0].
To mask out a channel (or sub channel) set the according bit to Ox1.
Events that can increment by more than 1 per cycle should set mask to 0x0.
ev sel (EV_SEL):
Event select. Select which of the available events should be recorded in the paired
00h data register.
7:0 additional bits in the control register may also be required to select from the available
RW/V events.

0x0 --> disable counter
0x1 --> count local clock ticks

PMON COUNTER DATA 0 0 0 MCHBAR
(PMON_COUNTER_DATA_O0_0_0_MCHBAR[0]) — Offset
D9ESh

performance monitor counter

Note: There are 5 instances of this register. The offset between instances is 8.

Type Size Offset Default
MMIO 64 bit MCHBAR + D9E8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R RW
Bit Default & . . i
Range Access Field Name (ID): Description
00000000
63:0 00000000 | event count (EVENT_COUNT):
' h number of event occurrences
RW/V

OS Telemetry Control
(OS_TELEMETRY_CONTROL_O0_O_O_MCHBAR) — Offset
DA10h

This Register enables telemetry the following counters:

e PWM_DDR_SUBCHx_ACT_COUNTER_0_0_0_MCHBAR
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e PWM_DDR_SUBCHx_RRDATA_COUNTER_0_0_0_MCHBAR
e PWM_DDR_SUBCHx_WRDATA_COUNTER_0_0_0_MCHBAR

intel.

Type Size Offset Default
MMIO 32 bit MCHBAR + DA10h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R RW

Bit Default & . . I
Range Access Field Name (ID): Description
Oh
31:1 RO Reserved
Enable OS Telemetry (ENABLEOSTELEMETRY):
Enables OS Telemetry of:
0 Oh
RW e PWM_DDR_SUBCHx_ACT_COUNTER_0_0_0_MCHBAR
¢ PWM_DDR_SUBCHx_RRDATA_COUNTER_0_0_0_MCHBAR
e« PWM_DDR_SUBCHx_WRDATA_COUNTER_0_0_0_MCHBAR

PRE Command Timing (TC_PRE_0_0_O0_MCHBAR) — Offset

EOOOh

DDR timing constraints related to PRE commands

Type Size Offset Default
MMIO 64 bit MCHBAR + E000h 104070180040C008h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R

Bit Default & . . I
Range Access Field Name (ID): Description
Oh
63 RO Reserved
Derating Extensions (DERATING_EXT):
Holds LPDDR timing parameters derating tRAS, tRRD, tRP and tRCD in tCK (WCK for
62:59 2h LPDDR5) cycles.
) RW When LPDDR is hot, this value is added to the appropriate timing parameters.
For non LP devices program the field to 0.
Supported range is 0-4.
tRCD Timing Parameter (TRCD):
58:51 08h Holds DDR timing parameter tRCD
' RW ACT to CAS (RD or WR) same bank minimum delay in tCK (WCK for LPDDR5) cycles.
Supported range is 8-59.
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RaBr:tge Dﬁr:?:lélsts& Field Name (ID): Description
tRAS Timing Parameter (TRAS):
50:42 01Ch Holds DDR timing parameter tRAS.
RW ACT to PRE same bank minimum delay in tCK (WCK for LPDDR5) cycles.
For DDR/LPDDR Supported range is 28-136
tWRPRE Timing Parameter (TWRPRE):
41:32 018h Holds DDR timing parameter tWRPRE.
RW WR to PRE same bank minimum delay in tCK (WCK for LPDDR5) cycles.
Supported range is 18-200.
31:24 gg Reserved
tPPD Timing Parameter (TPPD):
Holds DDR timing parameter tPPD.
23:20 4h PRE/PREALL to PRE/PREALL (same rank) minimum delay in tCK (WCK for LPDDR5)
RW cycles.
Supported range is 4-7.
Note this register is not used in DDR5
tRDPRE Timing Parameter (TRDPRE):
19:13 06h Holds DDR timing parameter tRDPRE.
RW RD to PRE same bank minimum delay in tCK (WCK for LPDDR5) cycles.
Supported range is 4-32.
tRPab_ext Timing Parameter (TRPAB_EXT):
Holds the value of tRPab-tRPpb for LPDDR in tCK (WCK for LPDDRS5) cycles.
LPDDR technologies requires a longer time from PREALL to ACT vs. PRE to ACT, the
12:8 00h offset between the two should be programmed to this field.
RW When using DDR4 this field should be programmed to 0.
For LPDDR4 the following restrictions apply: For single/dual rank sub channels tRP-
tRPab_ext > 6. For three/four ranks sub channels tRP-tRPab_ext > 8.
Supported range is 0-6.
tRP Timing Parameter (TRP):
08h Holds DDR timing parameter tRP (and tRCD).
7:0 RW PRE to ACT same bank minimum delay in tCK (WCK for LPDDRS5) cycles.
ACT to CAS (RD or WR) same bank minimum delay in tCK (WCK for LPDDRS5) cycles.
Supported range is 8-60.

3.2.67 ACT Command Timing (TC_ACT_0_0_0_MCHBAR) — Offset

EO08h

DDR timing constraints related to ACT commands

156
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Type Size Offset Default
MMIO 32 bit MCHBAR + E008h 18020810h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
31:24 18h tREFSBRD Timing (TREFSBRD):
' RW Enforces minimum delay from refsb to ACT. Specified in tCK
Oh
23:22 RO Reserved
tRRD Different Group (TRRD_DG):
04h Holds DDR timing parameter tRRD.
21:15 RW ACT to ACT (different bank group in DDR4/DDR5) minimum delay in tCK (WCK for
LPDDR5) cycles.
Supported range is 4-32.
tRRD Same Group (TRRD_SG):
Holds DDR timing parameter tRRD/tRRD_L.
14:9 04h For LPDDR4/LPDDRS5 program tRRD, for DDR4/DDR5 program tRRD_L.
' RW ACT to ACT (same bank group in DDR4/DDR5) minimum delay in tCK (WCK for
LPDDR5) cycles.
Supported range is 4-32.
tFAW Timing Parameter (TFAW):
8:0 010h Holds DDR timing parameter tFAW (four activates window). In tCK (WCK for LPDDR5)
. RW cycles
Supported range is 16-88.

RD to RD Timings (TC_RDRD_0_0_0_MCHBAR) — Offset
EOOCh

DDR timing constraints related to timing between read and read transactions

Type Size Offset Default
MMIO 32 bit MCHBAR + EQ0Ch 04040484h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
04h tRDRD Different DIMM (TRDRD_DD):
31:24 RW Minimum delay from RD to RD to the other DIMM in tCK (WCK for LPDDR5) cycles.
Supported range is 4-54.
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Bit Default & . . .
Range Access Field Name (ID): Description
tRDRD Different Rank (TRDRD_DR):
23:16 04h Minimum delay from RD to RD to the other rank in the same DIMM in tCK (WCK for
’ RW LPDDR5) cycles.
Supported range is 4-54.
Oh
15 RO Reserved
tRDRD Different Group (TRDRD_DG):
04h LPDDR4/LPDDR5: Minimum delay from RD to RD to different banks in tCK (WCK for

14:8 LPDDRS5) cycles.

RW DDR4/DDR5: Minimum delay from RD to RD to different bank groups in tCK cycles.
Supported range is 4-54.
Allow 2 Cycle B2B LPDDR (ALLOW_2CYC_B2B_LPDDR):
7 1h LPDDR4/LPDDR5: in MPR mode reads work on BL16.
RW In Gear4 this means 2 DCLKs apart reads.

Clearing this bit will prevent LPDDR from schedule a read 2 DCLKs after another read.

tRDRD Same Group (TRDRD_SG):

04h LPDDR4/LPDDR5: Minimum delay from RD to RD to the same bank in tCK (WCK for
6:0 LPDDRS5) cycles.

RW DDR4/DDR5: Minimum delay from RD to RD to the same bank group in tCK cycles.
Supported range is 4-54.

3.2.69 RD to WR Timings (TC_RDWR_0_0_0_MCHBAR) — Offset
EO10h

DDR timing constraints related to timing between read and write transactions

Type Size Offset Default

MMIO 32 bit MCHBAR + E010h 04040404h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) T
Range Access Field Name (ID): Description

tRDWR Different DIMM (TRDWR_DD):

4h

31:24 (;W Minimum delay from RD to WR to the other DIMM in tCK (WCK for LPDDR5) cycles.
Supported range is 4-54.
tRDWR Different Rank (TRDWR_DR):

23:16 04h Minimum delay from RD to WR to the other rank in the same DIMM in tCK (WCK for

’ RW LPDDR5) cycles.
Supported range is 4-54.
tRDWR Different Group (TRDWR_DG):
04h LPDDR4/LPDDR5: Minimum delay from RD to WR to different banks in tCK (WCK for

15:8 RW LPDDRS5) cycles.
DDR4/DDR5: Minimum delay from RD to WR to different bank groups in tCK cycles.
Supported range is 4-54.
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Bit Default & Field Name (ID): Description

Range Access
tRDWR Same Group (TRDWR_SG):
04h LPDDR4/LPDDR5: Minimum delay from RD to WR to the same bank in tCK (WCK for
7:0 RW LPDDR5) cycles.

DDR4/DDR5: Minimum delay from RD to WR to the same bank group in tCK cycles.
Supported range is 4-54.

3.2.70 WR to RD Timings (TC_WRRD_0_0_0_MCHBAR) — Offset
EO14h

DDR timing constraints related to timing between write and read transactions

Type Size Offset Default

MMIO 32 bit MCHBAR + E014h 08100804h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description

04h tWRRD Different DIMM (TWRRD_DD):
31:25 RW Minimum delay from WR to RD to the other DIMM in tCK (WCK for LPDDR5) cycles.
Supported range is 4-54.

tWRRD Different Rank (TWRRD_DR):

24:18 04h Minimum delay from WR to RD to the other rank in the same DIMM in tCK (WCK for
) RW LPDDRS5) cycles.

Supported range is 4-54.

tWRRD Different Group (TWRRD_DG):

004h LPDDR4/LPDDR5: Minimum delay from WR to RD to different banks in tCK (WCK for
17:9 LPDDR5) cycles.

RW DDR4/DDR5: Minimum delay from WR to RD to different bank groups in tCK cycles.
Supported range is 4-65.

tWRRD Same Group (TWRRD_SG):

004h LPDDR4/LPDDR5: Minimum delay from WR to RD to the same bank in tCK (WCK for
8:0 LPDDR5) cycles.

RW DDR4/DDR5: Minimum delay from WR to RD to the same bank group in tCK cycles.
Supported range is 4-145.

3.2.71 WR to WR Timings (TC_WRWR_0_0_0_MCHBAR) — Offset
EO18h

DDR timing constraints related to timing between write and write transactions
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Type Size Offset Default
MMIO 32 bit MCHBAR + E018h 04040404h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
04h tWRWR Different DIMM (TWRWR_DD):
31:24 RW Minimum delay from WR to WR to the other DIMM in tCK (WCK for LPDDRS5) cycles.
Supported range is 4-54.
Oh
23 RO Reserved
tWRWR Different Rank (TWRWR_DR):
22:16 04h Minimum delay from WR to WR to the other rank in the same DIMM in tCK (WCK for
' RW LPDDRS5) cycles.
Supported range is 4-54.
Oh
15 RO Reserved
tWRWR Different Group (TWRWR_DG):
04h LPDDR4/LPDDRS5: Minimum delay from WR to WR to different banks in tCK (WCK for
14:8 LPDDRS5) cycles.
RW DDR4/DDR5: Minimum delay from WR to WR to different bank groups in tCK cycles.
Supported range is 4-54.
Oh
7 RO Reserved
tWRWR Same Group (TWRWR_SG):
04h LPDDR4/LPDDR5: Minimum delay from WR to WR to the same bank in tCK (WCK for
6:0 LPDDRS5) cycles.
RW DDR4/DDR5: Minimum delay from WR to WR to the same bank group in tCK cycles.
Supported range is 4-54.

Roundtrip Latency
(SC_ROUNDTRIP_LATENCY_0_O0_O_MCHBAR) — Offset

EO20h

Read Round-trip latency per rank
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Type Size Offset Default
MMIO 64 bit MCHBAR + E020h 1919191919191919h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Rank 7 Latency (RANK_7_LATENCY):
Latency from read command to rank 7 until first data chunk return to MC in QCLK
63:56 19h cycles
' RW This field is used for LPDDR Sub channel 1 rank 3 (which is indicated by rank = 3
BG[1]=1)
Supported range is 19-120.
Rank 6 Latency (RANK_6_LATENCY):
Latency from read command to rank 6 until first data chunk return to MC in QCLK
55.48 19h cycles
' RW This field is used for LPDDR Sub channel 1 rank 2 (which is indicated by rank = 2
BG[1]=1)
Supported range is 19-120.
Rank 5 Latency (RANK_5_LATENCY):
Latency from read command to rank 5 until first data chunk return to MC in QCLK
47:40 19h cycles
' RW This field is used for LPDDR Sub channel 0 rank 3 (which is indicated by rank = 1
BG[1]=1)
Supported range is 19-120.
Rank 5 Latency (RANK_4_LATENCY):
Latency from read command to rank 4 until first data chunk return to MC in QCLK
39:32 19h cycles
' RW This field is used for LPDDR Sub channel 0 rank 2 (which is indicated by rank = 0
BG[1]=1)
Supported range is 19-120.
Rank 3 Latency (RANK_3_LATENCY):
31:24 19h Latency from read command to rank 3 until first data chunk return to MC in QCLK
' RW cycles
Supported range is 19-120.
Rank 2 Latency (RANK_2_LATENCY):
23:16 19h Latency from read command to rank 2 until first data chunk return to MC in QCLK
’ RW cycles
Supported range is 19-120.
Rank 1 Latency (RANK_1_LATENCY):
15:8 19h Latency from read command to rank 1 until first data chunk return to MC in QCLK
' RW cycles
Supported range is 19-120.
Rank 0 Latency (RANK_O_LATENCY):
7:0 19h Latency from read command to rank O until first data chunk return to MC in QCLK
’ RW cycles
Supported range is 19-120.
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3.2.73 ECC Error Log 0 (ECCERRLOGO_0_0_0_MCHBAR) — Offset

E048h

This register logs ECC error information. Read only register/s, please refer to doc

#655741 for details

Type Size Offset Default
MMIO 32 bit MCHBAR + E048h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . T
Range Access Field Name (ID): Description
31:29 Oh Error Bank (ERRBANK):
’ RO/V/P This field holds the Bank Address of the read transaction that had the ECC error.
Error Rank (ERRRANK):
28:27 Oh This field holds the Rank ID of the read transaction that had the ECC error.
’ RO/V/P If ddr_1dpc_split_ranks_on_sub-channel feature is enabled then rank 1 is actually
logged as rank 3.
26:24 Oh Error Chunk (ERRCHUNK):
’ RO/V/P Holds the chunk number of the error stored in the register.
00h Error Syndrome (ERRSYND):
23:16 RO/V/P This field contains the error syndrome.
A value of OxFF indicates that the error is due to poisoning.
Oh
15:4 RO Reserved
Multi-Bit Error Overflow (MERR_OVERFLOW):
This bit is set when a correctable single-bit error occurs on a memory read data
transfer.
3 Oh When this bit is set, the address that caused the error and the error syndrome are
RO/1C/V/P | also logged and they are locked to further single bit errors, until this bit is cleared.
A multiple bit error that occurs after this bit is set will override the address/error
syndrome information.
This bit is cleared when the corresponding bit in 0.0.0.PCI.ERRSTS is cleared.
Multi-Bit Error Status (MERRSTS):
This bit is set when an uncorrectable multiple-bit error occurs on a memory read data
5 Oh transfer.
RO/1C/V/P | When this bit is set, the address that caused the error and the error syndrome are
also logged and they are locked until this bit is cleared.
This bit is cleared when the corresponding bit in 0.0.0.PCI.ERRSTS is cleared.
Correctable Single-Bit Error Overflow (CERR_OVERFLOW):
This bit is set when a correctable single-bit error occurs on a memory read data
transfer.
1 Oh When this bit is set, the address that caused the error and the error syndrome are
RO/1C/V/P | also logged and they are locked to further single bit errors, until this bit is cleared.
A multiple bit error that occurs after this bit is set will override the address/error
syndrome information.
This bit is cleared when the corresponding bit in 0.0.0.PCI.ERRSTS is cleared.
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Bit Default & . . P
Range Access Field Name (ID): Description
Single Bit Error Status (CERRSTS):
This bit is set when a correctable single-bit error occurs on a memory read data
transfer.
0 Oh When this bit is set, the address that caused the error and the error syndrome are

RO/1C/V/P | also logged and they are locked to further single bit errors, until this bit is cleared.

A multiple bit error that occurs after this bit is set will override the address/error
syndrome information.
This bit is cleared when the corresponding bit in 0.0.0.PCI.ERRSTS is cleared.

3.2.74 ECC Error Log 0 (ECCERRLOG1_0_0_0_MCHBAR) — Offset
EO4Ch

This register logs ECC error information. Read only register/s, please refer to doc
#655741 for details.

Type Size Offset Default

MMIO 32 bit MCHBAR + E04Ch 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
oh Error Bank Group (ERRBANKGROUP):
31:29 RO/V/P This field holds the DRAM bank group address of the read transaction that had the
ECC error.
000h Error Column (ERRCOL):
28:18 RO/V/P This field holds the DRAM column address of the read transaction that had the ECC
error.
00000h Error Row (ERRROW):
17:0 RO/V/P This field holds the DRAM row (page) address of the read transaction that had the
ECC error.

3.2.75 Power Down Timing (TC_PWRDN_O0_0_0_MCHBAR) —
Offset EO50h

DDR timing constraints related to power down
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Type Size Offset Default
MMIO 64 bit MCHBAR + E050h 0804100400810204h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
tPRPDEN Timing Parameter (TPRPDEN):
This this register covers Any CMD --> PDE timing in tCK (WCK for LPDDRS5)
oih Note this register must be programmed to a minimum of 4 in Gear2 and a minimum
63:59 of 2 in Gearl
RW Note for LP4 and LP5, program as follows.
LPDDR4: tCMDPDE + 2
LPDDR5: tCMDPDE + 4
Oh
58:54 RO Reserved
tCSL Timing Parameter (TCSL):
04h Chip Select low pulse width on power down exit (specified in DCLKs) :this is a fixed
53:48 RW spec value (and in LPDDRS5 this value is in resolution of tCK or multiples of 4WCK)
and the value programmed in the register is in MC DCLKs / WCK
Note: it should also be noted that tCSL covers for both tCSL and tCSCAL in LPDDRS5.
tCSH Timing Parameter (TCSH):
47:42 04h Chip Select high pulse width on power down exit (specified in DCLKSs): this is a fixed
RW spec value (and LPDDRS5 this value is in resolution of tCK or multiples of 4WCK) .The
Final value programmed in the register is in MC DCLKs/WCK
tWRPDEN Timing Parameter (TWRPDEN):
41:32 004h Holds DDR timing parameter tWRPDEN.
’ RW WR to power down minimum delay in tCK (WCK for LPDDR5) cycles.
Supported range is 4-204.
Oh
31:29 RO Reserved
tRDPDEN Timing Parameter (TRDPDEN):
Holds DDR timing parameter for tRDPDEN.
RD to power down minimum delay in tCK (WCK for LPDDR5) cycles.
Supported range is 4-100.
28:21 04h Notes:
: RW :
e Because CKE power down is asynchrnous CKE may drop on the negative edge of
the clock, an increase of +1 is needed for LPDDR4.
¢ An additional increase of +1 is needed in the formula for LPDDR4
tXP Timing Parameter (TXPDLL):
Holds DDR timing parameter tXP.
20:14 04h Power up to RD/WR minimum delay in tCK (WCK for LPDDRS5) cycles.
' RW Applicable for DDR4 in case of exit from PPD when DRAM is configured to slow-exit
mode.
Supported range is 4-63.
tXP Timing Parameter (TXP):
13:7 04h Holds DDR timing parameter tXP.
’ RW Power up to any command minimum delay in tCK /WCK cycles.
Supported range is 4-24.
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RaBr:E_;e Df\g:le“sts& Field Name (ID): Description
tCKE Timing Parameter (TCKE):
Holds DDR timing parameter tCKE.
6:0 04h Power down to power up (and vice versa) minimum delay in tCK (WCK for LPDDR5)
RW cycles.
Note that for LPDDR4 this value is also used for tCKCKEL and tCKELCMD.
Supported range is 4-24.

3.2.76 ODT Command Timing (TC_ODT_0_0_0_MCHBAR) —
Offset EO70h

ODT timing related parameters

Type Size Offset Default
MMIO 64 bit MCHBAR + E070h 0000000006050000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . B P
Range Access Field Name (ID): Description
Oh
63:32 RO Reserved
tCWL Timing Parameter (TCWL):
Holds DDR timing parameter tCWL (sometimes referred to as tWCL).
31:24 06h Write command to data delay in tCK (WCK for LPDDRS5) cycles.
' RW Supported range is 4-64 (maximum is for 1N mode)
For LPDDR4 the minimum supported value is 4.
For DDR4 the minimum supported value is 5.
Oh
23 RO Reserved
tCL Timing Parameter (TCL):
22:16 05h Holds DDR timing parameter tCL.
' RW Read command to data delay in tCK (WCK for LPDDR5) cycles.
Supported range is 4-72.
Oh
15:0 RO Reserved

3.2.77 ODT Matrix (SC_ODT_MATRIX_0_0_0_MCHBAR) — Offset
EO8Oh

ODT matrix (enabled using SC_GS_CFG_0_0_0_MCHBAR.enable_odt_matrix

Note: In DDRS5 this matrix should only be used for non target ODT (target ODT should
not be specified in this register)
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Type Size Offset Default
MMIO 32 bit MCHBAR + E080h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
Write Rank 3 (WRITE_RANK_3):
oh Indicate which ranks should terminate when writing to rank 3 (bits 3:0 correspond to
31:28 RW ODT pins 3:0.)
Note: In DDRS5 this register should only be used for non target ODT (target ODT
should not be specified in this register)
Write Rank 2 (WRITE_RANK_2):
oh Indicate which ranks should terminate when writing to rank 2 (bits 3:0 correspond to
27:24 RW ODT pins 3:0).
Note: In DDRS5 this register should only be used for non target ODT (target ODT
should not be specified in this register)
Write Rank 1 (WRITE_RANK_1):
oh Indicate which ranks should terminate when writing to rank 1 (bits 3:0 correspond to
23:20 RW ODT pins 3:0).
Note: In DDRS5 this register should only be used for non target ODT (target ODT
should not be specified in this register)
Write Rank 0 (WRITE_RANK_0):
19:16 Oh Indicate which ranks should terminate when writing to rank 0 (bits 3:0 correspond to
: RW ODT pins 3:0),
Note: In DDRS5 this register should only be used for non target ODT
Read Rank 3 (READ_RANK_3):
15:12 Oh Indicate which ranks should terminate when reading from rank 3 (bits 3:0 correspond
. RW to ODT pins 3:0)
Note that according to DRAM spec the target rank should not be terminated.
Read Rank 2 (READ_RANK_2):
11:8 Oh Indicate which ranks should terminate when reading from rank 2 (bits 3:0 correspond
’ RW to ODT pins 3:0)
Note that according to DRAM spec the target rank should not be terminated.
Read Rank 1 (READ_RANK_1):
7.4 Oh Indicate which ranks should terminate when reading from rank 1 (bits 3:0 correspond
' RW to ODT pins 3:0)
Note that according to DRAM spec the target rank should not be terminated.
Read Rank 0 (READ_RANK_0):
3:0 Oh Indicate which ranks should terminate when reading from rank 0 (bits 3:0 correspond
' RW to ODT pins 3:0)

Note that according to DRAM spec the target rank should not be terminated.

Scheduler Configuration (SC_GS_CFG_0_0_0_MCHBAR) —

Offset E088h

this register is used for Scheduler configuration
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Type Size Offset Default

MMIO 64 bit MCHBAR + E088h 0100000000000020h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:61 RO Reserved
tCPDED Timing Parameter (TCPDED):
60:56 01h Holds DDR timing parameter tCPDED.
' RW Power down to command bus tri-state delay in tCK cycles (for DDR4 only)
Supported range is 0-7 in 1N mode.
Oh
55 RO Reserved
WCK Differential Low In Idle (WCKDIFFLOWINIDLE):
54 Oh PHY holds WCK to a differential value instead of turning it off.
RW This register is a shadow copy of the DDRPHY register and should match the factory
default value of the DDRPHY register.
Oh
53:50 RO Reserved

oh Enable Write Zero (WRITEO_ENABLE):
49 RW enable writeO for power saving.
This bit should only be set in normal mode

Oh
48:34 RO Reserved
1 DIMM Per Channel Split Ranks on Sub-channel
(DDR_1DPC_SPLIT_RANKS_ON_SUBCH):
oh Performance optimization for 1 DIMM Per Channel (1DPC) with dual rank.
33:32 RW To be used only with Intel Memory reference Code as there are couple of low level
configurations to enable it.
For DDR5: the only legal configuration is 0x1 or 0x2. This register can never be set to
0 for DDR5
oh Gear2 Mode (GEAR2):
31 Indicate that MC is working in Gear-2 (Qclk is half the data transfer clock of the
RW
DRAM)
No Gear2 Param Divide (NO_GEAR2_PARAM_DIVIDE):
30 Oh Don't do RU[param/2] for DRAM timing parameters when in gear-2, treat the value
RW given in them in DCLKs instead of tCK clocks. For extending the existing ranges
(mainly for Overclocking).
x8 Device (X8_DEVICE):
29:28 Oh DIMM is made out of X8 devices
' RW LSB is for DIMM 0, MSB is for DIMM 1.
For DDR5 1DPC, configure this option the same for both sub channels.
Oh
27:17 RO Reserved
No Gear4 Parameter Divide (NO_GEAR4_PARAM_DIVIDE):
16 Oh Don't do RU[param/4] for DRAM timing paramters when in Gear4, divide only by 2
RW (RU[param/2]).

This enables a wider parameter range.
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Bit
Range

Default &
Access

Field Name (ID): Description

15

Oh
RW

Gear4 Mode (GEAR4):

Indicate that MC is working in Gear4 (Qclk is quarter the data transfer clock of the
DRAM)

14:12

Oh
RO

Reserved

Oh
RW

Address Mirror (ADDRESS_MIRROR):

DIMM routing causes address mirroring

For DDR4:

bit 0: DIMM 0 (rank 1 bus is mirrored)

bit 1: DIMM 1 (rank 3 bus is mirrored)

For DDR5

bit 0: RankO on DimmO is mirrored

bit 1: Rank1l on DimmO is mirrored

bit 2: Rank0 on Dimm1 is mirrored (Rank 2)

bit 3: Rankl on Dimm1 is mirrored (Rank 3)

For LPDDR4

bit 0: Sub channel 0 ranks 0 and 2 CA bus is mirrored.
bit 1: Sub channel 1 ranks 0 and 2 CA bus is mirrored.
bit 2: Sub channel 0 ranks 1 and 3 CA bus is mirrored.
bit 3: Sub channel 1 ranks 1 and 3 CA bus is mirrored.

7:5

1h
RW

N to 1 Ratio (N_TO_1_RATIO):
When using N:1 command stretch mode, every how many B2B valid command cycles
a bubble is required

Supported range is 1 to 7

4:3

Oh
RW

CMD Stretch (CMD_STRETCH):
Command stretch mode:

00b: 1IN

01b: 2N

10b: 3N

11b: N:1

Notice that in Gear2 MC uses only the low phase of Dclk for commands, effectively
doing a 2N by default.

setting 2N in Gear2 will result in 4N at DDR interface

2:0

Oh
RO

Reserved

3.2.79 DDRIO Power Mode Timing
(SPID_LOW_POWER_CTL_0_0_O0_MCHBAR) — Offset

EOB8h

This register holds DDRIO timing constraints regarding power modes latencies.
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Type Size Offset Default

MMIO 32 bit MCHBAR + EOB8h 08104426h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
31 Oh Self-refresh Enable (SELFREFRESH_ENABLE):
RW allow sending DDRIO self refresh mode indication
30 Oh Power Down Enable (POWERDOWN_ENABLE):
RW allow sending DDRIO CKE power down mode indication
oh Idle Enable (IDLE_ENABLE):
29 RW allow sending DDRIO idle mode indication.
Note: LPMODE-1 is not supported in MC
28 Oh CKE Valid Enable (CKEVALID_ENABLE):
RW Allow deasserting cke_valid when not toggling CKE pins
57.94 8h CKE Valid Length (CKEVALID_LENGTH):
' RW cke_valid pulse length in DCLK cycles
Self-refresh Length (SELFREFRESH_LENGTH):
1h . ) )
23:20 RW Minimum time allowed in self refresh mode
Units is MC DCLKs (which means gearing is not handled in hardware)
Self-refresh Latency (SELFREFRESH_LATENCY):
19:14 01h Exit latency from self refresh mode till command can be sent in 8xtCK cycles
' RW Need to program to a value of 1 as self refresh latency is hidden behind tXSR.

This register should never be programmed to 0

1h Powerdown Length (POWERDOWN_LENGTH):

13:10 RW Minimum time allowed in CKE power down mode. Units is MC DCLKs (which means
gearing is not handled in hardware)

Powerdown Latency (POWERDOWN_LATENCY):

9:5 2\1,\7 Exit latency from CKE power down mode till command can be sent in 1xtCK cycles
This register should never be programmed to 0
4:1 3h Idle Length (IDLE_LENGTH):
’ RW Minimum time allowed in idle mode
Raise CKE After Exit Latency (RAISE_CKE_AFTER_EXIT_LATENCY):
oh Delay raising of CKE on exit from powerdown and selfrefresh power modes until
0 RW required latency has passed.

If this bit is clear then CKE exit (and tXP) happens in parallel of waking up the PHY,
otherwise they happen back to back.

3.2.80 TR RRDVALID ctrl 0 0 0 MCHBAR
(TR_RRDVALID_CTRL_O0_0_0_MCHBAR) — Offset E104h

This register holds the rrd_valid feature bits
1 trigger signal

1 overflow indication
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In 1DPC rank0 of subCh0 and rank3 of subCh1 is used than Trigger signal should be
sent to rank0 and rank3 instead of rank and rank1l

ERM is not supported

Type Size Offset Default
MMIO 32 bit MCHBAR + E104h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . .
Range Access Field Name (ID): Description
Oh
31:24 RO Reserved
>3 Oh Rank 7 overflow (RANK_7_OVERFLOW):
RW/V Rank 7 overflow indication
29 Oh Rank 7 wr en (RANK_7_WR_EN):
RW Rank 7 fix enable
21 Oh Rank 7 trigger (RANK_7_TRIGGER):
RW/V Rank 7 trigger
20 Oh Rank 6 overflow (RANK_6_OVERFLOW):
RW/V Rank 6 overflow indication
19 Oh Rank 6 wr en (RANK_6_WR_EN):
RW Rank 6 fix enable
18 Oh Rank 6 trigger (RANK_6_TRIGGER):
RW/V Rank 6 trigger
17 Oh Rank 5 overflow (RANK_5_OVERFLOW):
RW/V Rank 5 overflow indication
16 Oh Rank 5 wr en (RANK_5_WR_EN):
RW Rank 5 fix enable
15 Oh Rank 5 trigger (RANK_5_TRIGGER):
RW/V Rank 5 trigger
14 Oh Rank 4 overflow (RANK_4_OVERFLOW):
RW/V Rank 4 overflow indication
13 Oh Rank 4 wr en (RANK_4_WR_EN):
RW Rank 4 fix enable
12 Oh Rank 4 trigger (RANK_4_TRIGGER):
RW/V Rank 4 trigger
11 Oh Rank 3 overflow (RANK_3_OVERFLOW):
RW/V Rank 3 overflow indication
10 Oh Rank 3 wr en (RANK_3_WR_EN):
RW Rank 3 fix enable
9 Oh Rank 3 trigger (RANK_3_TRIGGER):
RW/V Rank 2 trigger
s Oh Rank 2 overflow (RANK_2_OVERFLOW):
RW/V Rank 2 overflow indication
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Bit Default & . . s
Range Access Field Name (ID): Description
7 Oh Rank 2 wr en (RANK_2_WR_EN):
RW Rank 2 fix enable
6 Oh Rank 2 trigger (RANK_2_TRIGGER):
RW/V Rank 2 trigger
5 Oh Rank 1 overflow (RANK_1_OVERFLOW):
RW/V Rank 1 overflow indication
4 Oh Rank 1 wr en (RANK_1_WR_EN):
RW Rank 1 fix enable
3 Oh Rank 1 trigger (RANK_1_TRIGGER):
RW/V Rank 1 trigger
2 Oh Rank 0 overflow (RANK_O_OVERFLOW):
RW/V Rank 0 overflow indication
1 Oh Rank 0 wr en (RANK_O_WR_EN):
RW Rank O fix enable
0 Oh Rank 0 trigger (RANK_O_TRIGGER):
RW/V Rank 0 trigger

TR RRDVALID data 0 0 0 MCHBAR

(TR_RRDVALID _DATA_O0_0_0_MCHBAR) — Offset E108h

This register holds the rrd_Valid feature counter sign and value bits

Type Size Offset Default
MMIO 64 bit MCHBAR + E108h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
63:57 00h Rank 7 value (RANK_7_VALUE):
' RW/V Rank 7 value
56 Oh Rank 6 sign (RANK_7_SIGN):
RW/V Rank 7 sign bit
55:49 00h Rank 6 value (RANK_6_VALUE):
' RW/V Rank 6 value
48 Oh Rank 6 sign (RANK_6_SIGN):
RW/V Rank 6 sign bit
47:41 00h Rank 5 value (RANK_5_VALUE):
' RW/V Rank 5 value
40 Oh Rank 5 sign (RANK_5_SIGN):
RW/V Rank 5 sign bit
39:33 00h Rank 4 value (RANK_4_VALUE):
’ RW/V Rank 4 value
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Bit Default & . . A
Range Access Field Name (ID): Description
32 Oh Rank 4 sign (RANK_4_SIGN):
RW/V Rank 4 sign bit
31:25 00h Rank 3 value (RANK_3_VALUE):
’ RW/V Rank 3 value
24 Oh Rank 3 sign (RANK_3_SIGN):
RW/V Rank 3 sign bit
23:17 00h Rank 2 value (RANK_2_VALUE):
’ RW/V Rank 2 value
16 Oh Rank 2 sign (RANK_2_SIGN):
RW/V Rank 2 sign bit
15:9 00h Rank 1 value (RANK_1_VALUE):
’ RW/V Rank 1 value
s Oh Rank 1 sign (RANK_1_SIGN):
RW/V Rank 1 sign bit
7:1 00h Rank 0 value (RANK_O_VALUE):
! RW/V Rank 0 value
0 Oh Rank 0 sign (RANK_O_SIGN):
RW/V Rank 0 sign bit

TC REFm 0 0 0 MCHBAR (TC_REFM_0_0_0_MCHBAR) —

Offset

E40Ch

Per Bank Refresh parameters

Type Size Offset Default
MMIO 32 bit MCHBAR + E40Ch 0000003Ch
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
31:11 RO Reserved
10:0 03Ch tRFM timing parameter (TRFM):
' RW Duration of REFm command. Default is same as tRFCpb.

MR4 Rank Temperature
(MR4_RANK_TEMPERATURE_O0_O0_O_MCHBAR) — Offset

E424h

This register holds the latest MR4 read per rank and used to determine the required

refresh rate and thermal conditions of the DRAMs.
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Noted: if the register DDR5_1DPC_split_ranks_across_subch is set then: rank_0 --
holds rank0 temperature and rank_3 holds rankl temperature.

Type Size Offset Default

MMIO 32 bit MCHBAR + E424h 03030303h

Register Level Access:

BIOS Access SMM Access OS Access

RW R R

Bit Default & Field Name (ID): Description

Range Access
Oh
31:29 RO Reserved
03h Rank 3 (RANK_3):

28:24 RW/V Rank 3 refresh rate (MRC should program the temperature appropriately as the reset
default may not apply to all techs: for example LPDDR5 1x ref rate is 0xa)

Oh
23:21 RO Reserved

03h Rank 2 (RANK_2):

20:16 RW/V Rank 2 refresh rate, (MRC should program the temperature appropriately as the reset
default may not apply to all techs: for example LPDDR5 1x ref rate is Oxa)

Oh
15:13 RO Reserved

03h Rank 1 (RANK_1):
12:8 RW/V Rank 1 refresh rate, (MRC should program the temperature appropriately as the reset
default may not apply to all techs: for example LPDDR5 1x ref rate is 0xa)

Oh
7:5 RO Reserved
03h Rank 0 (RANK_0):

4:0 RW/V Rank 0 refresh rate, (MRC should program the temperature appropriately as the reset
default may not apply to all techs: for example LPDDR5 1x ref rate is Oxa)

DDR4 Temperature
(DDR4_MPR_RANK_TEMPERATURE_0_O0_O_MCHBAR) —
Offset E428h

This register holds the latest temperature read per rank and used to determine the
required refresh rate and thermal conditions of the DRAMs.

Encodings are:
0: Cold (below 45C), single refresh rate required, DRAM may drop refreshes if allowed

1: Normal operating temperature (45C-85C), single refresh rate, DRAM may drop
refreshes if double rate refreshes are given

2: Hot (Above 85C), double refresh rate

3: Reserved
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Type Size Offset Default

MMIO 32 bit MCHBAR + E428h 01010101h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
31:26 RO Reserved
25:24 1h Rank 3 (RANK_3):
’ RW/V Rank 3 refresh rate
Oh
23:18 RO Reserved
17:16 ih Rank 2 (RANK_2):
! RW/V Rank 2 refresh rate
Oh
15:10 RO Reserved
98 1ih Rank 1 (RANK_1):
’ RW/V Rank 1 refresh rate
Oh
7:2 RO Reserved
1:0 i1h Rank 0 (RANK_0):
’ RW/V Rank O refresh rate

3.2.85 Refresh Parameters (TC_RFP_0_0_0_MCHBAR) — Offset
E438h

Refresh parameters

Type Size Offset Default

MMIO 32 bit MCHBAR + E438h 2356980Fh

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . -
Range Access Field Name (ID): Description

tREFI x9 (TREFIX9):

23h Maximum time allowed between refreshes to a rank (in intervals of 1024 DCLK
31:24 RW cycles).
Should be programmed to 8 * tREFI / 1024 (to allow for possible delays from ZQ or
1S0C).
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RaBr:E_:;e Df\f:?:lélsts& Field Name (ID): Description
Raise Block Wait (RAISE_BLK_WAIT):
Number of clocks the Main refresh FSM blocks the rank and waits before it progresses
to any mantainance operations.
5h Notes this register defined to allow enough time for MC safe logic to indicate to all
23:20 RW downstream agents whether it is safe to issue MNT operations. the pipeline latency is
5 clocks in all cases except for LP5 Gearl where it can be 7 clocks due to longer
autosync read/wriite commands.
So this register is specified in MC DCLKs and hardware will not change it based on
gear.
1h Self Refresh Exit - Refresh Debits (SRX_REF_DEBITS):
19:18 RW Number of Refresh debits to be given on Self refresh exit.
Set 1 for LPDDR4/DDR4 and 2 for LPDDR5/DDR5.
High Priority Referesh on MRS (HPREFONMRS):
1h Setting this bit will enable MRS refresh at the beginning of MRS flow if the rank
17 RW reached High Priority refresh WM.
Should be set by default, it's intended for System Agent SpeedStep as MC can enter
Self refresh while owing refreshes.
Enable tREFI Counter While MC Refresh Enable is not Set
(COUNTTREFIWHILEREFENOFF):
16 Oh Setting this bit will enable tREFI counter while MC refresh enable is not set.
RW Sometimes refresh enable bit is cleared in order to block maintenance operetions.
This bit will keep tREFI counter on, but won't increase refresh debt, as the MC reset
debt when refresh_enable bit not set.
oh Refresh Panic Threshold (REFRESH_PANIC_WM):
15:12 RW tREFI count level in which the refresh priority is panic (default is 9).
The Maximum value for this field is 9.
11:8 8h Refresh Priority Threshold (REFRESH_HP_WM):
RW tREFI count level that turns the refresh priority to high (default is 8)
7:0 OFh Rank Idle (OREF_RI):
’ RW Rank idle period that defines an opportunity for refresh, in DCLK cycles

3.2.86 Refresh Timing Parameters (TC_RFTP_0_0_0_MCHBAR) —
Offset E43Ch

Refresh timing parameters

Type Size Offset Default
MMIO 32 bit MCHBAR + E43Ch 02D01004h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) A
Range Access Field Name (ID): Description
Oh
31 RO Reserved
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Bit Default & . . R
Range Access Field Name (ID): Description
tRFC Timing Parameter (TRFC):
Time of refresh: from beginning of refresh until next ACT or refresh is allowed in tCK
(WCK for LPDDR5) cycles.
30:18 00B4h Default is 180.

RW Note: MC hardware has a hardcoded delay of 10 pipeline stages for setting CKE to 0
after REFRESH gets issued and MC asserts CKE after tRFC - (tXP + 8), so the
minimum value of tRFC must be:

(tXP + 8) / Gear + (11 * Gear)
tREFI Timing Parameter (TREFI):
17:0 01004h Defines the average period between refreshes and the rate that tREFI counter is
) RW incremented in tCK (WCK for LPDDR5) cycles.

Default is 4100.

Self-Refresh Timing Parameters
(TC_SRFTP_0_0_0_MCHBAR) — Offset E440h

Self-refresh timing parameters

Type Size Offset Default
MMIO 32 bit MCHBAR + E440h 00000200h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
31:13 RO Reserved
0200h tXSDLL Timing Parameter (TXSDLL):
12:0 RW Delay between DDR SR exit and the first command that requires data RD/WR from
DDR.

Refresh Stagger Control
(MC_REFRESH_STAGGER_0_0_O0_MCHBAR) — Offset
E444h

Refresh stagger control
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Type Size Offset Default

MMIO 32 bit MCHBAR + E444h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:18 RO Reserved
17 Oh Trefipulse Stagger Disable (TREFIPULSE_STAGGER_DISABLE):
RW When set, disables staggering of tREFI debits across ranks
Ref Stagger Mode (REF_STAGGER_MODE):
16 Oh This bit sets the refresh staggering mode:
RW 0: per DIMM refresh stagger
1: per channel refresh stagger
15 Oh Refresh Stagger Enable (REF_STAGGER_EN):
RW When set this bit enables refresh staggering.
Enable Refresh Type Display (EN_REF_TYPE_DISPLAY):
This bit when set displays refresh type on the following address pins (DDR4 BG[0],
oh BA[1:0], DDR5 CA[7:6], LPDDR4 CA_1[2:0], LPDDR5 CA_1[2:0],

14 00 = Stolen refresh

RW 01 = Opportunistic Refresh
10 = High Priority Refresh
11 = Panic Refresh
13 Oh Disable Stolen Refresh (DISABLE_STOLEN_REFRESH):
RW This bit when set disables stolen refreshes
12:0 0000h Refresh Interval (REF_INTERVAL):
' RW Refresh Interval period in DCLKS

3.2.89 ZQCAL Control (TC_ZQCAL_0_0_0_MCHBAR) — Offset
E448h

ZQCAL control

Type Size Offset Default

MMIO 64 bit MCHBAR + E448h 0000032000010000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . B P
Range Access Field Name (ID): Description
Oh
63:45 RO Reserved
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Bit Default & . . .
Range Access Field Name (ID): Description
0320h tZQCAL Timing Parameter (TZQCAL):
44:32 RW tZQCAL in 2xtCK (2xWCK for LPDDRS5) cycles.
Used for LPDDR4/5 and DDRS5.
Oh
31:21 RO Reserved
tZQCS Timing Parameter (TZQCS):
040h For DDR4 this field tracks tZQCS timing, programmed in units of tCK.
20:10 RW For all other DRAM technologies this field tracks tZQLAT timing.
In LPDDRS, this field is programmed in units of WCK, otherwise it is programmed in
units of tCK.
Oh
9:0 RO Reserved

Memory Controller Initial State
(MC_INIT_STATE_O0_0_0O_MCHBAR) — Offset E454h

Holds information on available ranks

Type Size Offset Default
MMIO 32 bit MCHBAR + E454h 0000000Fh
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . .
Range Access Field Name (ID): Description
Oh
31:8 RO Reserved
Rank Occupancy (RANK_OCCUPANCY):
Indicates which ranks are occupied in the system.
Non-enhanced channels (DDR4 and DDR5):
e Bit 0: Rank 0
e Bit1l: Rank 1
e Bit 2: Rank 2
e Bit 3: Rank 3
Enhanced channels (LPDDR4 and LPDDR5):
7:0 OFh
) RW e Bit 0: Rank 0 = Sub channel 0 Rank 0

e Bit 1: Rank 1 = Sub channel 0 Rank 1
e Bit 2: Rank 2 = Sub channel 1 Rank 0
e Bit 3: Rank 3 = Sub channel 1 Rank 1
e Bit 4: Sub channel 0 Rank 2
e Bit 5: Sub channel 0 Rank 3
e Bit 6: Sub channel 1 Rank 2
e Bit 7: Sub channel 1 Rank 3

Note: Default on reset is all ranks enabled due to DDRIO requirements, BIOS MRC
will write these bits to the proper values after reset based on the actual rank
configuration.
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3.2.91 DIMM Idle Energy
(PM_DIMM_IDLE_ENERGY_0_0_0_MCHBAR) — Offset

E460h
This register defines the energy of an idle DIMM with CKE on.

Each 6-bit field corresponds to an integer multiple of the base DRAM command energy
for that DIMM.

There are 2 6-bit fields, one per DIMM.

Type Size Offset Default

MMIO 32 bit MCHBAR + E460h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . B P
Range Access Field Name (ID): Description
Oh
31:14 RO Reserved

0oh DIMM1 Idle Energy (DIMM1_IDLE_ENERGY):
13:8 This register defines the energy consumed by DIMM1 for one clock cycle when the

RW DIMM is idle with CKE on.
Oh
7:6 RO Reserved

00h DIMMO Idle Energy (DIMMO_IDLE_ENERGY):
5:0 RW This register defines the energy consumed by DIMMO for one clock cycle when the
DIMM is idle with CKE on.

3.2.92 DIMM Power-Down Energy
(PM_DIMM_PD_ENERGY_0_0_0O_MCHBAR) — Offset
E464h

This register defines the energy of an idle DIMM with CKE off.

Each 6-bit field corresponds to an integer multiple of the base DRAM command energy
for that DIMM.

There are 2 6-bit fields, one per DIMM.
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Type Size Offset Default
MMIO 32 bit MCHBAR + E464h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
31:14 RO Reserved
00h DIMM1 Power-Down Energy (DIMM1_PD_ENERGY):
13:8 RW This register defines the energy consumed by DIMM1 for one clock cycle when the
DIMM is idle with CKE off.
Oh
7:6 RO Reserved
00h DIMMO Power-Down Energy (DIMMO_PD_ENERGY):
5:0 RW This register defines the energy consumed by DIMMO for one clock cycle when the
DIMM is idle with CKE off.

DIMM ACT Energy
(PM_DIMM_ACT_ENERGY_O0_O0_0_MCHBAR) — Offset
E468h

This register defines the combined energy contribution of activate and precharge
commands.

Each 8-bit field corresponds to an integer multiple of the base DRAM command energy
for that DIMM.

There are 2 8-bit fields, one per DIMM.

Type Size Offset Default

MMIO 32 bit MCHBAR + E468h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R

Bit Default & . . L

Range Access Field Name (ID): Description
Oh
31:16 RO Reserved
00h DIMM1 ACT Energy (DIMM1_ACT_ENERGY):
15:8 RW This register defines the combined energy contribution of activate and precharge
commands.
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Bit Default & . . P
Range Access Field Name (ID): Description
00h DIMMO ACT Energy (DIMMO_ACT_ENERGY):
7:0 RW This register defines the combined energy contribution of activate and precharge

commands.

DIMM RD Energy
(PM_DIMM_RD_ENERGY_0_0_0_MCHBAR) — Offset

E46Ch
This register defines the energy contribution of a read CAS command.

Each 8-bit field corresponds to an integer multiple of the base DRAM command energy
for that DIMM.

There are 2 8-bit fields, one per DIMM.

Type Size Offset Default
MMIO 32 bit MCHBAR + E46Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . B -
Range Access Field Name (ID): Description
Oh
31:16 RO Reserved
15:8 00h DIMM1 RD Energy (DIMM1_RD_ENERGY):
' RW This register defines the energy contribution of a read CAS command.
7:0 00h DIMMO RD Energy (DIMMO_RD_ENERGY):
’ RW This register defines the energy contribution of a read CAS command.

DIMM WR Energy
(PM_DIMM_WR_ENERGY_0_0_0_MCHBAR) — Offset

E470h
This register defines the energy contribution of a write CAS command.

Each 8-bit field corresponds to an integer multiple of the base DRAM command energy
for that DIMM.

There are 2 8-bit fields, one per DIMM.
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Type Size Offset Default
MMIO 32 bit MCHBAR + E470h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
31:16 RO Reserved
155 | 00h DIMM1 WR Energy (DIMM1_WR_ENERGY):
' RW This register defines the energy contribution of a write CAS command.
2:0 00h DIMMO WR Energy (DIMMO_WR_ENERGY):
' RW This register defines the energy contribution of a write CAS command.

3.2.96 WR Delay (SC_WR_DELAY_0_0_0_MCHBAR) — Offset
E478h

This register defines the number of cycles decreased/increased from tCWL
(TC_ODT_0_0_0_MCHBAR.tCWL) in Dclks.

Type Size Offset Default
MMIO 32 bit MCHBAR + E478h 00000003h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) T
Range Access Field Name (ID): Description
Oh
31:13 RO Reserved
Add 1Qclk Delay (ADD_1QCLK_DELAY):
12 Oh In Gear2, MC QCLK is actually 1xClk of the DDR, the regular MC register can only set
RW even number of cycles (working in Dclk == 2 * 1xClk).
This bit gives an option to delay the write data by one 1xClk.
00h Increased To tCWL (ADD_TCWL):
11:6 RW The number of cycles (DCLK) increased to tCWL.
Make sure tCWL + Add_tCWL doesn't overflow.
03h Decreased From tCWL (DEC_TCWL):
5:0 RW The number of cycles (DCLK) decreased from tCWL.
Configuring this number to be larger than tCWL is forbidden
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3.2.97 Per Bank Refresh (SC_PBR_0_0_0_MCHBAR) — Offset
E488h

Per Bank Refresh parameters

Type Size Offset Default
MMIO 32 bit MCHBAR + E488h 0000F011h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:21 RO Reserved
20:10 03Ch tRFCpb Timing Parameter (TRFCPB):
' RW Refresh time in tCK (WCK for LPDDRS5) for REFpb
01h Per Bank Refresh Exit on Idle Count (PBR_EXIT_ON_IDLE_CNT):
9:4 RW Number of tREFI cycles to count before switching PBR off for better clock gating.
A value of 0 means no Idle exit.
3 Oh Per Bank Refresh Disable on Hot (PBR_DISABLE_ON_HOT):
RW Disable PBR when LP4 is at 0.25xtREFI condition
Oh
2 RO Reserved
Per Bank Refresh Out-of-Order Disable (PBR_OOO_DIS):
1 Oh Disable out of order scheduling of banks for LP4.
RW When using NoPanicPBR, this should be 0, otherwise will initiate PBR when there is
high priority bank but might take low priority bank instead.
0 1h Per Bank Refresh Disable (PBR_DISABLE):
RW Disable PBR (per bank refresh) for LP4 (DDR4 force PBR off)

3.2.98 Miscellaneous Timing Constrains
(TC_LPDDR4_MISC_0_0_0_MCHBAR) — Offset E494h

Miscellaneous timing constrains
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Type Size Offset Default
MMIO 32 bit MCHBAR + E494h 04081056h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
31:30 RO Reserved
Manual DQS Mode Register Read (MANUAL_DQS_MR_READ):
This bit when set allows software to manually issue a DQS oscillator Mode register
29 Oh read
RW Example:
LP4: MR18, MR19 will be read.
LP5: MR35, MR36 will be read.
tMRR Timing Parameter (TMRR):
Time from MRR to MRR or MRR to any other command (specified in DCLKs in
28:22 10h LPDDR4, WCK in LPDDRS5).
8: RW LPDDRS5: the formula here is: RL + (BL/N_max) + RD (tWCKPST/tCK) + 2.
LPDDR4: this needs to be programmed to 16.
DDR5: max(14ns, 16 clocks)
tMRRMRW Timing Parameter (TMRRMRW):
MRR to MRW timing (LPDDR4 specified in DCLKs, LPDDR5 specified in WCK).
MRR to MRW command minimum timing:
DDR_TIMING_tDQSCK_max:
e LPDDR4: RU(tDQSCK(max) / tCK)
e LPDDR5: RU(tWCKDQO(max) / tCK)
J11s 10h DDR_TIMING_tBL:
’ RW
e LPDDR4: BL/ 2
e LPDDR5: BL / n_max
Conversion:
e LPDDR4: DDR_TIMING_tCL + DDR_TIMING_tBL + DDR_TIMING_tDQSCK_max +
3;
e LPDDR5: DDR_TIMING_tCL + DDR_TIMING_tBL + DDR_TIMING_tDQSCK_max +
2;
tPREMRR Timing Parameter (TPREMRR):
10h Enforces safety/timing of any cmd to MRR (specified in tCKs in LP4, WCK in LP5)
14:8 RW For LP5: the formula here is: RL + (BL/N_max) + RD (tWCKPST/tCK) + 2 [READ -->
MRR]
For Other technologies: this needs to be programmed to 16
7:0 56h tOSCO Timing Parameter (TOSCO):
' RW Delay between DQS_OSC counter stop to MR18/19 read

3.2.99 Self-Refresh Exit Timing Parameters
(TC_SREXITTP_0_0O0_O_MCHBAR) — Offset E4COh

Self-refresh exit (SRX) timing parameters
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Type Size Offset Default

MMIO 64 bit MCHBAR + E4COh 0200000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:58 RO Reserved
tSR Timing Parameter (TSR):
20h Minimum time in self refresh.
57:52 RW LPDDR5 and LPDDRA4: it is tSR.
DDR4: it is tCKESR
DDRS5: it is tCSL
Oh
51:13 RO Reserved
tXSR Timing Parameter (TXSR):
12:0 0000h Exit self refresh to valid commands delay.
' RW in LP4 configure this parameter for tXSR or tXSR abort in terms of tCK (WCK for

LPDDR5) cycles if used.

3.2.100 Builtin Self Test ( WDB_MBIST_0_0_0_MCHBAR[O0]) —
Offset E4E8h

This register holds the MBIST fields for the WDB and RDB.

Note: There are 2 instances of this register. The offset between instances is 4.

Type Size Offset Default

MMIO 32 bit MCHBAR + E4E8h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . . R
Range Access Field Name (ID): Description
oh Run/Busy Bit (RUN_BUSY):

31 RW/V This bit is set during BIST. Hardware clears when done.
This bit should keep clocks running in the RF/SRAMs

Oh
30:9 RO Reserved
8 Oh MBIST Inject Failure (INJECT_FAILURE):
RW MBIST Failure Injection.
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Bit Default & . . A
Range Access Field Name (ID): Description
Oh
7:2 RO Reserved
1 Oh MBIST Completed (COMPLETE):
RO/V The MBIST Test has Completed.
0 Oh MBIST Passed (PASS):
RO/V The MBIST Test has Passed.

RDB Built in Self Test (RDB_MBIST_0_0_0_MCHBAR) —
Offset E4F8h

This register holds the MBIST fields for the WDB and RDB.

Bit definitions are the same as WDB_MBIST_0_0_0_MCHBAR[0], offset E4E8h.

ECC Inject Count (ECC_INJECT_COUNT_0_0_0_MCHBAR)
— Offset E4FCh

This register defines the count of write chunks (64-bit data packets) until the next ECC
error injection in case ECC_.inject field in ECC_DEBUG_0_0_0_MCHBAR is 110b or

111b. The count is of chunks in order to allow creating ECC errors on different 64-bit
chunks

For Memory Controller 1 (MC1) - Please refer to doc #655741 for details.

Type Size Offset Default

MMIO 32 bit MCHBAR + E4FCh FFFFFFFFh

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default &

Range Access Field Name (ID): Description

FFFFFFFFh | COUNT:
RW Chunk count for error inject.

Miscellaneous Control Register
(MCMNTS_SPARE_0_0_0_MCHBAR) — Offset ES5FCh

Miscellaneous control register.
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Type Size Offset Default
MMIO 32 bit MCHBAR + E5FCh 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:17 RO Reserved
Force x8 Refreshes (FORCEX8REF):
Force accelerated refreshes, eight times the refresh number.
oh Should be mutually exclusive with ForceX2Ref and ForceX4Ref.

16 RW Constant X8 refreshes may block channel from entering self refresh. In case of
staggered refreshes and fully occupied channel it can cause performance
degradation.

Use with caution.

Oh

15:11 RO Reserved
10 Oh Disable Low Refresh Rate (DISLOWREFRATE):

RW Don't allow refresh rate lower than 1X
Force x4 Refreshes (FORCEX4REF):
Force accelerated refreshes, four times the refresh number.

oh Should be mutually exclusive with ForceX2Ref and ForceX8Ref.

9 RW Constant X4 refreshes may block channel from entering self refresh. In case of
staggered refreshes and fully occupied channel it can cause performance
degradation.

Use with caution.
Force x2 Refreshes (FORCEX2REF):
Force accelerated refreshes, twice the refresh number.
oh Should be mutually exclusive with ForceX4Ref and ForceX8Ref.
8 RW Constant x2 refreshes may block channel from entering self refresh.
In case of staggered refreshes and fully occupied channel it can cause a performance
degradation.
Use with caution.
Oh
7:0 RO Reserved

3.3 Power Management (MCHBAR) Registers

This chapter documents the power management MCHBAR registers.

Base address of these registers are defined in the MCHBAR_0_0_0_PCI register in Bus:
0, Device: 0, Function: 0.
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Summary of Registers

Summary of MCHBAR Registers

Offset (Bs\;::s) Register Name (Register Symbol) Default Value

5824h 4 BIOS POST Code (BIOS_POST_CODE_0_0_0_MCHBAR_PCU) 00000000h

5828h 8 Cycle Sum of All Active Cores 00000000000000
(PKG_IA_CO_ANY_SUM_0_0_0_MCHBAR_PCU) 0oh

5830h 8 Cycle Sum of Any Active Core 00000000000000
(PKG_IA_CO_ANY_0_0_0_MCHBAR_PCU) 0oh

5838h 8 Cycle Sum of Active Graphics 00000000000000
(PKG_GT_CO_ANY_0_0_0_MCHBAR_PCU) 0oh

5840h 8 Cycle Sum of Overlapping Active GT and Core 00000000000000
(PKG_GT_AND_IA_OVERLAP_0_0_0_MCHBAR_PCU) 0oh

s848h 8 Cycle Sum of Any Active GT Slice 00000000000000
(PKG_GT_CO_ANY_SLICE_0_0_0_MCHBAR_PCU) 0oh

5850h 8 Cycle Sum of All Active GT Slice 00000000000000
(PKG_GT_CO_SLICES_SUM_0_0_0_MCHBAR_PCU) 0oh

5858h 8 Cycle Sum of Any GT Media Engine 00000000000000
(PKG_GT_CO_ANY_MEDIA_0_0_0_MCHBAR_PCU) 0oh

5860h 8 Ratio Sum of Any Active Core 00000000000000
(PKG_IA_CO_ANY_RATIO_0_0_0_MCHBAR_PCU) 0oh

=868h 8 Ratio Sum of Active GT 00000000000000
(PKG_GT_CO_ANY_RATIO_0_0_0_MCHBAR_PCU) 00h

5870h 8 Ratio Sum of Active GT Slice 00000000000000
(PKG_GT_CO_ANY_SLICE_RATIO_0_0_0_MCHBAR_PCU) 0oh

S8E0h 8 DDR Power Limit (DDR_RAPL_LIMIT_0_0_0_MCHBAR_PCU) 00000000000000

00h

Package RAPL Performance Status

58F0h 4 (PACKAGE_RAPL_PERF_STATUS_0_0_0_MCHBAR_PCU) 00000000h

5918h 8 System Agent Performance Status 00000020000000
(SA_PERF_STATUS_0_0_0_MCHBAR_PCU) 00h
Primary Plane Turbo Policy

5920h 4 (PRIP TURBO_PLCY 0.0, 0_MCHBAR_PCU) 00000000h
Secondary Plane Turbo Policy

5924h 4 (SECP_TURBO_PLCY 0_0_0 MCHBAR_PCU) 00000010h
Primary Plane Energy Status

5928h 4 (PRIP_NRG_STTS_0_0_0_MCHBAR_PCU) 00000000h
Secondary Plane Energy Status

592Ch 4 (SECP_NRG_STTS_0_0 0 _MCHBAR_PCU) 00000000h
Package Power SKU Unit

5938h 4 (PACKAGE_POWER_SKU_UNIT_0_0_0_MCHBAR_PCU) 000AQEQ3h
Package Energy Status

593Ch 4 (PACKAGE_ENERGY_STATUS_0_0_0_MCHBAR_PCU) 00000000h

5948h 4 GT Performance Status (GT_PERF_STATUS_0_0_0_MCHBAR_PCU) | 00000000h
Power Plane 0 Efficient Cycles

5968h 4 (PPO_EFFICIENT_CYCLES_0_0_0_MCHBAR_PCU) 00000000h
Power Plane 0 Thread Activity

596Ch 4 (PPO_THREAD_ACTIVITY_0_0_0_MCHBAR_PCU) 00000000h
Primary Plane 0 Temperature

597Ch 4 (PPO_TEMPERATURE. 0_0_0_MCHBAR_PCU) 00000000h

5994h RP-State Limits (RP_STATE_LIMITS_0_0_0_MCHBAR_PCU) 000000FFh

5998h 4 RP-State Capability (RP_STATE_CAP_0_0_0_MCHBAR_PCU) 00000000h
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Offset (Bsy;tz:s) Register Name (Register Symbol) Default Value
Temperature Target
599Ch 4 (TEMPERATURE_TARGET_0_0_0_MCHBAR_PCU) 00000000h
59A0h 8 Package Power Limit 00000000000000
(PACKAGE_RAPL_LIMIT_0_0_0_MCHBAR_PCU) 00h
59C0h 4 Thermal Status GT (THERM_STATUS_GT_0_0_0_MCHBAR_PCU) 08000000h
Thermal Interrupt GT
59C4h 4 (THERM_INTERRUPT_GT_0_0_0_MCHBAR_PCU) 00000000n
Device Idle Duration Override
59C8h 4 (DEVICE_IDLE_DURATION_OVERRIDE_0_0_0_MCHBAR_PCU) 00000000h
soFoh 5 Package GT CO EUs SUM (PKG_GT_CO_EUS_SUM) 00000000000000
00h
sorsh 5 Package GT CO Media Sum (PKG_GT_CO_MEDIA_SUM) 00000000000000
00h
FIVR FFFC EMI Control
5A08h 4 (FFFC_EMI_CONTROL._0_0_0_MCHBAR_PCU) 00000000
FIVR FFFC RFI Control
SAOCh 4 (FFFC_RFI_CONTROL_0_0_0_MCHBAR_PCU) 00000000h
FIVR FFFC RFI Control 2
5A18h 4 (FFFC_RFI_CONTROL2_0_0_0_MCHBAR_PCU) 00000000
5DAOh 4 BIOS Mailbox Data (BIOS_MAILBOX_DATA_0_0_0_MCHBAR_PCU) | 00000000h
BIOS Mailbox Interface
5DA4h 4 (BIOS_MAILBOX_INTERFACE_0_0_0_MCHBAR_PCU) 00000000h
5DA8h 4 BIOS Reset Complete (BIOS_RESET CPL_0_0_0_MCHBAR_PCU) | 00000000h
Memory Controller BIOS Request
5E0Ch 4 (MC_BIOS_REQ_0_0_0_MCHBAR_PCU) 00000000h
Memory Controller BIOS Data
S5E04h 4 (MC_BIOS_DATA_0_0_0_MCHBAR_PCU) 00000000
System Agent Power Management Control
5F00h 4 (SAPMCTL_0_0_0_MCHBAR_PCU) 00002106h
Configurable TDP Nominal
5F3Ch 4 (CONFIG_TDP_NOMINAL_0_0_0_MCHBAR_PCU) 00000000h
5F40h 8 Configurable TDP Level 1 00000000000000
(CONFIG_TDP_LEVELL_0_0_0_MCHBAR_PCU) 00h
5F48h 8 Configurable TDP Level 1 00000000000000
(CONFIG_TDP_LEVEL2_0_0_0_MCHBAR_PCU) 00h
Configurable TDP Control
5F50h 4 (CONFIG_TDP_CONTROL_0_0_0_MCHBAR_PCU) 00000000
Turbo Activation Ratio
5F54h 4 (TURBO_ACTIVATION_RATIO_0_0_0_MCHBAR_PCU) 00000000h
5F58h 4 Overclocking Status (OC_STATUS_0_0_0_MCHBAR_PCU) 00000000h
5F60h 8 Base Clock (BCLK) Frequency (BCLK_FREQ_0_0_0_MCHBAR) 00000000000000
00h

3.3.2

BIOS POST Code

(BIOS_POST_CODE_0_0_0_MCHBAR_PCU) — Offset

5824h

This register holds 32 writable bits with no functionality behind them.

BIOS writes the current POST code here (port 80).
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Type Size Offset Default

MMIO 32 bit MCHBAR + 5824h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW

Bit Default & . . —
Range Access Field Name (ID): Description

210 00000000 | posT Code (POSTCODE):

' RW BIOS will write the current POST code in this field

Cycle Sum of All Active Cores
(PKG_IA_CO_ANY_SUM_0_0_0_MCHBAR_PCU) — Offset
5828h

Sum the cycles per number of active cores

Type Size Offset Default
MMIO 64 bit MCHBAR + 5828h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . -
Range Access Field Name (ID): Description
DATA:
00000000 | The counter value is incremented as a function of the number of cores that reside in
63:0 00000000 | CO and are active.
' h If N cores are simultaneously in CO, then the number of clock ticks that are
RO/V incremented is N.
Counter rate is the Max Non-Turbo frequency (same as TSC).

Cycle Sum of Any Active Core
(PKG_IA_CO_ANY_0_O0_O_MCHBAR_PCU) — Offset 5830h

Sum the cycles of any active cores.
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Type Size Offset Default
MMIO 64 bit MCHBAR + 5830h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
R:ri:;e Df\r::le“sts& Field Name (ID): Description
00000000 | DATA"
63:0 h This counter increments whenever one (or more) IA cores are active and in CO state.
RO/V Counter rate is the Max Non-Turbo frequency (same as TSC).

3.3.5 Cycle Sum of Active Graphics
(PKG_GT_CO_ANY_0_0_0_MCHBAR_PCU) — Offset 5838h

Sum the cycles of activity of the GT.

Type Size Offset Default
MMIO 64 bit MCHBAR + 5838h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
RaBritge D:i::lélsts& Field Name (ID): Description
Sosnine |oan:
63:0 h This counter increments whenever GT slices or un-slices are active and in CO state.
RO/V Counter rate is the Max Non-Turbo frequency (same as TSC).

3.3.6 Cycle Sum of Overlapping Active GT and Core
(PKG_GT_AND_IA_OVERLAP_0_0_O_MCHBAR_PCU) —

Offset 5840h

Sum the cycles of overlap time between any IA cores and GT.
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Type Size Offset Default
MMIO 64 bit MCHBAR + 5840h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R

Bit Default & . . I
Range Access Field Name (ID): Description
00000000 | DATA:
63:0 00000000 | This counter increments whenever GT slices or un-slices are active and in CO state
) h and in overlap with one of the IA cores that is active and in CO state.
RO/V Counter rate is the Max Non-Turbo frequency (same as TSC).

Cycle Sum of Any Active GT Slice
(PKG_GT_CO_ANY_SLICE_O0_0_0_MCHBAR_PCU) — Offset

5848h

Sum the cycles of any active GT slice.

Type Size Offset Default
MMIO 64 bit MCHBAR + 5848h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R

Bit Default & . . I
Range Access Field Name (ID): Description
00000000 | PATA:
63:0 h This counter increments whenever a GT slice (one of more) is active.
RO/V Counter rate is the Crystal clock.

Cycle Sum of All Active GT Slice
(PKG_GT_CO_SLICES_SUM_O0_0_O_MCHBAR_PCU) —

Offset 5850h

Sum the cycles of the sum of all active GT slices.
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Type Size Offset Default
MMIO 64 bit MCHBAR + 5850h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
R:ri:;e Df\r::le“sts& Field Name (ID): Description
00000000 | DATA"
63:0 h This counter increments by the sum of all active GT slices.
RO Counter rate is the Crystal clock.

3.3.9 Cycle Sum of Any GT Media Engine
(PKG_GT_CO_ANY_MEDIA_0_0_0_MCHBAR_PCU) —
Offset 5858h

Sum the cycles of any media GT engine.

Type Size Offset Default

MMIO 64 bit MCHBAR + 5858h 0000000000000000n

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . A
Range Access Field Name (ID): Description

00000000 | paTA:

63:0 gOOOOOOO This counter increments whenever any GT media engine is active.

RO Counter rate is in 24MHz.

3.3.10 Ratio Sum of Any Active Core
(PKG_IA_CO_ANY_RATIO_0_0_0_MCHBAR_PCU) — Offset

5860h

new counter, follow exactly the PKG_IA_CO_ANY_0_0_0_MCHBAR_PCU

The only change is +N instead of +1 on the relevant clock edge and conditions:
PCU_CR_PKG_IA_CO_ANY_RATIO_0_0_0_MCHBAR_PCU

+I0_WP_CV_P_STATE[IA_RATIO]
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Type Size Offset Default

MMIO 64 bit MCHBAR + 5860h 0000000000000000n

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description

00000000 | pATA:

63:0 20000000 This counter increments whenever one or more IA cores are active and in CO state.
RO/V Counter rate is the Max Non-Turbo frequency (same as TSC)

3.3.11 Ratio Sum of Active GT
(PKG_GT_CO_ANY_RATIO_0_0_O_MCHBAR_PCU) —
Offset 5868h

new counter, follow exactly the PKG_GT_CO_ANY_0_0_0_MCHBAR_PCU
The only change is +N instead of +1 on the relevant clock edge and conditions:
PCU_CR_PKG_GT_CO_ANY_RATIO_0_0_0_MCHBAR_PCU

+ 3 * IO_WP_CV_P_STATE[GT_UNSLICE_RATIO] -
I0_WP_CV_GT_CONFIG[UNSLICE_SQUASH_DELTA]

Type Size Offset Default

MMIO 64 bit MCHBAR + 5868h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description

00000000 | pATA:

63:0 20000000 This counter increments whenever GT slices or un-slices are active and in CO state.

Counter rate is the Max Non-Turbo frequency (same as TSC)

RO/V

3.3.12 Ratio Sum of Active GT Slice
(PKG_GT_CO_ANY_SLICE_RATIO_0_0_O0_MCHBAR_PCU)
— Offset 5870h

new counter, follow exactly the PKG_GT_CO_ANY_SLICEU

The only change is +N instead of +1 on the relevant clock edge and conditions:
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PCU_CR_PKG_GT_CO_ANY_SLICE_RATIO_0_0_0_MCHBAR_PCU

+ 3 * IO_WP_CV_P_STATE[GT_SLICE_RATIO] -
I0_WP_CV_GT_CONFIG[SLICE_SQUASH_DELTA]

Type Size Offset Default

MMIO 64 bit MCHBAR + 5870h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . R
Range Access Field Name (ID): Description

00000000 | paTA:

63:0 (h)0000000 This counter increments whenever any GT slice is active.
RO/V Counter rate is in Xtal (24/19.2Mhz) clock

3.3.13 DDR Power Limit
(DDR_RAPL_LIMIT_O0_O0_O_MCHBAR_PCU) — Offset 58EOh

Allows software to set running average power limits (RAPL) for the DRAM domain and
measurement attributes associated with each limit.

The DDR RAPL algorithm uses the minimum of the values from this register and the
DDR_RAPL_LIMIT MSR.

Type Size Offset Default

MMIO 64 bit MCHBAR + 58EOh 0000000000000000n

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
LOCKED:
63 Oh When set, this entire register becomes read-only. This bit will typically be set by BIOS
RW/L during boot.
Locked by: DDR_RAPL_LIMIT_0_0_0_MCHBAR_PCU.LOCKED
Oh
62:48 RO Reserved
oh Power Limitation #2 Enable (LIMIT2_ENABLE):
47 RW/L Power Limit 2 (PL2) enable bit for DDR domain.
Locked by: DDR_RAPL_LIMIT_0_0_0_MCHBAR_PCU.LOCKED
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Bit Default & . . .
Range Access Field Name (ID): Description
Power Limitation #2 (LIMIT2_POWER):
46:32 0000h Power Limit 2 (PL2) for DDR domain in Watts.
’ RW/L Format is U11.3: Resolution 0.125W, Range 0-2047.875W.
Locked by: DDR_RAPL_LIMIT_0_0_0_MCHBAR_PCU.LOCKED
Oh
31:24 RO Reserved
Limitation #1 Time Window X (LIMIT1_TIME_WINDOW_X):
23:22 Oh Power Limit 1 (PL1) time window X value, for DDR domain.
’ RW/L Actual time window for RAPL is: (1/1024 seconds) * (1+(X/4)) * (2Y)
Locked by: DDR_RAPL_LIMIT_0_0_0_MCHBAR_PCU.LOCKED
Limitation #1 Time Window Y (LIMIT1_TIME_WINDOW_Y):
21:17 00h Power Limit 1 (PL1) time window Y value, for DDR domain.
’ RW/L Actual time window for RAPL is: (1/1024 seconds) * (1+(X/4)) * (2Y)
Locked by: DDR_RAPL_LIMIT_0_0_0_MCHBAR_PCU.LOCKED
Oh
16 RO Reserved
oh Power Limit 1 Enable (LIMIT1_ENABLE):
15 RW/L Power Limit 1 (PL1) enable bit for DDR domain.
Locked by: DDR_RAPL_LIMIT_0_0_0_MCHBAR_PCU.LOCKED
Power Limit 1 (LIMIT1_POWER):
14:0 0000h Power Limit 1 (PL1) for DDR domain in Watts.
’ RW/L Format is U11.3: Resolution 0.125W, Range 0-2047.875W.
Locked by: DDR_RAPL_LIMIT_0_0_0_MCHBAR_PCU.LOCKED

3.3.14 Package RAPL Performance Status
(PACKAGE_RAPL_PERF_STATUS_0_0_0_MCHBAR_PCU) —
Offset 58FO0Oh

Package RAPL Performance Status Register. This register provides information on the
performance impact of the RAPL power limit and indicates the duration for processor
went below the requested P-state due to package power constraint.

Type Size Offset Default
MMIO 32 bit MCHBAR + 58F0h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . L
Range Access Field Name (ID): Description
COUNTS:
00000000 | counter of the time units within which RAPL was limiting P-states. If limitation
31:0 h occurred anywhere within the time window of 1/1024 seconds, the count will be
RO/V/P incremented (limitation on accuracy). This data can serve as a proxy for the potential
performance impacts of RAPL on cores performance.
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3.3.15 System Agent Performance Status
(SA_PERF_STATUS_0_0_0_MCHBAR_PCU) — Offset 5918h

Indicates current various System Agent PLL ratios.

Operating frequency needs to be calculated according to reference clock (BCLK).

Type Size Offset Default
MMIO 64 bit MCHBAR + 5918h 0000002000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B —
Range Access Field Name (ID): Description
Oh
63:56 RO Reserved
System Agent Voltage (SA_VOLTAGE):
55:40 0000h This register holds the System Agent voltage. This voltage value is valid only if the
’ RO/V System Agent VR is SVID based.
The precision is U3.13 (1/8192V resolution).
PSFO PLL Ratio (PSFO_RATIO):
39:32 20h Reports the PSFO PLL ratio.
) RO/V The PSFO frequency is: Ratio * 16.67MHz.
The supported ratios are {32, 48, 64} = {533MHz, 800MHz, 1067MHz}.
31:24 00h RING UCLK PLL Ratio (UCLK_RATIO):
' RO/V RING UCLK RATIO. Reference=100Mhz
23:18 00h IPU PS Ratio (IPU_PS_RATIO):
’ RO/V The frequency is 25MHz * Ratio.
17:12 00h IPU IS Divisor (IPU_IS_DIVISOR):
’ RO/V The frequency is 1600MHz/Divisor.
oh On Package Interface (OPI) Link Speed (OPI_LINK_SPEED):
11 0: 2Gb/s
ROV 1: 4Gb/s
oh DDR QCLK Reference (QCLK_REFERENCE):
10 ROV 0: 133.34Mhz. In frequency calculations use 400.0MHz/3.0.
1: 100.00Mhz
912 00h DDR QCLK Ratio (QCLK_RATIO):
! RO/V Reference determined by the QCLK_REFERENCE field.
oh Last Display Engine Workpoint Request Served
1:0 (LAST_DE_WP_REQ_SERVED):
RO/V Last display engine workpoint request served by the PCU
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Primary Plane Turbo Policy
(PRIP_TURBO_PLCY_0_0_O0_MCHBAR_PCU) — Offset

5920h

The PRIMARY_PLANE_TURBO_POWER_POLICY and
SECONDARY_PLANE_TURBO_POWER_POLICY are used together to balance the power
budget between the two power planes.

The power plane with the higher policy will get a higher priority.

The default value will aim to maintain same ratio for IA and GT.

Type Size Offset Default
MMIO 32 bit MCHBAR + 5920h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
31:5 RO Reserved
4:0 00h Priority Level (PRIPTP):
' RW A higher number implies a higher priority.

Secondary Plane Turbo Policy
(SECP_TURBO_PLCY_0_0_0_MCHBAR_PCU) — Offset

5924h

The PRIMARY_PLANE_TURBO_POWER_POLICY and
SECONDARY_PLANE_TURBO_POWER_POLICY are used together to balance the power
budget between the two power planes.

The power plane with the higher policy will get a higher priority. The default value will
aim to maintain same ratio for IA and GT.

Type Size Offset Default
MMIO 32 bit MCHBAR + 5924h 00000010h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) .
Range Access Field Name (ID): Description
Oh
31:5 RO Reserved
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3.3.18

3.3.19

Note:

3.3.20

Bit Default & . . P
Range Access Field Name (ID): Description
4:0 10h Priority Level (SECPTP):
’ RW A higher number implies a higher priority.

Primary Plane Energy Status
(PRIP_NRG_STTS_0_0_0_MCHBAR_PCU) — Offset 5928h

Reports total energy consumed.
The counter will wrap around and continue counting when it reaches its limit.

The energy status is reported in units which are defined in
PACKAGE_POWER_SKU_UNIT_MSR[ENERGY_UNIT].

Software will read this value and subtract the difference from last value read.

The value of this register is updated every 1mSec.

Type Size Offset Default

MMIO 32 bit MCHBAR + 5928h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . B A
Range Access Field Name (ID): Description
00000000 DATA:
31:0 h E Val
RO/V nergy Value

Secondary Plane Energy Status
(SECP_NRG_STTS_0_0_0_MCHBAR_PCU) — Offset 592Ch

Reports total energy consumed. The counter will wrap around and continue counting
when it reaches its limit.

The energy status is reported in units which are defined in
PACKAGE_POWER_SKU_UNIT_MSR[ENERGY_UNIT].

Software will read this value and subtract the difference from last value read. The value
of this register is updated every 1mSec.

Bit definitions are the same as PRIP_NRG_STTS_0_0_0_MCHBAR_PCU, offset 5928h.
Package Power SKU Unit

(PACKAGE_POWER_SKU_UNIT_0_0_0_MCHBAR_PCU) —
Offset 5938h

Defines units for calculating SKU power and timing parameters.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 5938h 000AOEO03h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
31:20 RO Reserved
Time Unit (TIME_UNIT):
19:16 Ah Time Units used for power control registers.
’ RO/V The actual unit value is calculated by 1 s / Power(2, TIME_UNIT).
The default value of Ah corresponds to 976 usec.
Oh
15:13 RO Reserved
Energy Unit (ENERGY_UNIT):
12:8 OEh Energy Units used for power control registers.
' RO/V The actual unit value is calculated by 1 J / Power(2, ENERGY_UNIT).
The default value of 14 corresponds to Ux.14 number.
Oh
7:4 RO Reserved
Power Unit (PWR_UNIT):
3:0 3h Power Units used for power control registers.
’ RO/V The actual unit value is calculated by 1 W / Power(2, PWR_UNIT).
The default value of 0011b corresponds to 1/8 W.

Package Energy Status
(PACKAGE_ENERGY_STATUS_0_0_0_MCHBAR_PCU) —
Offset 593Ch

Package energy consumed by the entire CPU (including IA, GT and uncore). The
counter will wrap around and continue counting when it reaches its limit.

The energy status is reported in units which are defined in
PACKAGE_POWER_SKU_UNIT_MSR[ENERGY_UNIT].

Bit definitions are the same as PRIP_NRG_STTS_0_0_0_MCHBAR_PCU, offset 5928h.

GT Performance Status
(GT_PERF_STATUS_0_0_0_MCHBAR_PCU) — Offset 5948h

P-state encoding for the Secondary Power Planes current PLL frequency and the current
VID.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 5948h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

R R R

Bit Default & Field Name (ID): Description

Range Access
Oh
31:29 RO Reserved
000h Slices Ratio (SLICES_RATIO):

28:20 ROV GT Slices frequency, in granularity of 16.666Mhz.
When GT is in RC6, or when all slices are disabled, this frequency is ZERO.

000h Un-slice Ratio (UNSLICE_RATIO):
19:11 ROJV GT Unslice frequency, in granularity of 16.666Mhz.
When GT is in RC6 this frequency is ZERO.

Oh
10:8 RO Reserved
7:0 00h Slices Voltage (SLICES_VOLTAGE):
’ RO/V/P GT voltage, in VID units according to SVID spec format.

3.3.23 Power Plane 0 Efficient Cycles
(PPO_EFFICIENT_CYCLES_O0_0_O0_MCHBAR_PCU) — Offset
5968h

This register stores a value equal to the product of the number of BCLK cycles in which
at least one of the IA cores was active and the efficiency score calculated by the PCU.

The efficiency score is a number between 0 and 1 that indicates the IAs efficiency.
This is a 32 bit accumulation done by P-code to this register out of the PUSH-BUS.

Values exceeding 32b will wrap around. This value is used in conjunction with
PPO_ANY_THREAD_ACTIVITY to generate statistics for SW.

Type Size Offset Default

MMIO 32 bit MCHBAR + 5968h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . A
Range Access Field Name (ID): Description
00000000 DATA:
3:0 40 Number of Cycl
RO/V umber of Cycles
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Power Plane 0 Thread Activity
(PPO_THREAD_ACTIVITY_0_0_O0_MCHBAR_PCU) — Offset

596Ch

This register will store a value equal to the product of the number of BCLK cycles and
the number of IA threads that are running. This is a 32 bit accumulation done by PCU

HW. Values exceeding 32b will wrap around.

This value is used in conjunction with PPO_ANY_THREAD_ACTIVITY to generate

statistics for SW.
Type Size Offset Default
MMIO 32 bit MCHBAR + 596Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . -
Range Access Field Name (ID): Description
00000000 DATA:
30 h Number of Cycl
ROV umber of Cycles.

Primary Plane 0 Temperature
(PPO_TEMPERATURE_O0_O0_0_MCHBAR_PCU) — Offset

597Ch
PPO (IA Cores) temperature in degrees (C).

Type Size Offset Default

MMIO 32 bit MCHBAR + 597Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R

Bit Default & . . I

Range Access Field Name (ID): Description
Oh
31:8 RO Reserved
2:0 00h DATA:
' RO/V Temperature in degrees (C).
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3.3.26

3.3.27

RP-State Limits
(RP_STATE_LIMITS_O0_O0_O0_MCHBAR_PCU) — Offset

5994h

This register allows software to limit the maximum frequency of the Integrated
Graphics Engine (GT) allowed during run-time.

Type Size Offset Default

MMIO 32 bit MCHBAR + 5994h 000000FFh

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default & Field Name (ID): Description

Range Access
Oh
31:8 RO Reserved
FFh RPO State Limit (RPSTT_LIM):

7:0 RW This field indicates the maximum frequency limit for the Integrated Graphics Engine
(GT) allowed during run-time.

RP-State Capability
(RP_STATE_CAP_0_0_O_MCHBAR_PCU) — Offset 5998h

This register contains the maximum base frequency capability for the Integrated
Graphics Engine (GT).

Type Size Offset Default

MMIO 32 bit MCHBAR + 5998h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

R R R

Bit Default & Field Name (ID): Description

Range Access
Oh
31:24 RO Reserved
00h RPn Capability (RPN_CAP):

23:16 RO This field indicates the maximum RPN base frequency capability for the Integrated
GFX Engine (GT). Values are in units of 50 MHz.

00h RP1 Capability (RP1_CAP):
15:8 RO This field indicates the maximum RP1 base frequency capability for the Integrated
GFX Engine (GT). Values are in units of 50 MHz.

00h RPO Capability (RPO_CAP):
7:0 RO This field indicates the maximum RPO base frequency capability for the Integrated
GFX Engine (GT). Values are in units of 50 MHz.
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Temperature Target
(TEMPERATURE_TARGET_0_0_O_MCHBAR_PCU) — Offset
599Ch

Legacy register holding temperature related constants for Platform use.

Type Size Offset Default

MMIO 32 bit MCHBAR + 599Ch 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) .
Range Access Field Name (ID): Description
oh LOCKED:
31 RW/L When set, this entire register becomes read-only.
Locked by: TEMPERATURE_TARGET.LOCKED
TjMax Tcc Offset (TJ_MAX_TCC_OFFSET):
00h Temperature offset in degrees (C) from the TjMax. Used for throttling temperature.

30:24 ROV Will not impact temperature reading.
If offset is allowed and set, the throttle will occur and reported at lower then TjMax.
Locked by: TEMPERATURE_TARGET.LOCKED

Thermal Junction Maximum Temperature (TIMAX):

This field indicates the maximum junction temperature, also referred to as the
00h
23:16 ROV Throttle

Temperature, TCC Activation Temperature or Prochot Temperature. This is the
temperature at which the Adaptive Thermal Monitor is activated.

00h Fan Temperature Offset (FAN_TEMP_TARGET_OFST):

15:8 RO/V Fan Temperature Target Offset (a.k.a. T-Control) indicates the relative offset from the
Thermal Monitor Trip Temperature at which fans should be engaged.

o Tcc Offset Clamping Bit (TCC_OFFSET_CLAMPING_BIT):

7 ROV When enabled will allow RATL throttling below P1
Locked by: TEMPERATURE_TARGET.LOCKED

Tcc Offset Time Window (TCC_OFFSET_TIME_WINDOW):
00h . ) . .
6:0 ROV Describes the RATL averaging time window

Locked by: TEMPERATURE_TARGET.LOCKED

Package Power Limit
(PACKAGE_RAPL_LIMIT_O0_0_O0_MCHBAR_PCU) — Offset
59A0h

The Integrated Graphics driver, CPM driver, BIOS and OS can balance the power budget
between the Primary Power Plane (IA) and the Secondary Power Plane (GT) via
PRIMARY_PLANE_TURBO_POWER_LIMIT_MSR and
SECONDARY_PLANE_TURBO_POWER_LIMIT_MSR.
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Type Size Offset Default

MMIO 64 bit MCHBAR + 59A0h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description

Package Limitation #2 Lock (PKG_PWR_LIM_LOCK):

63 Oh When set, all settings in this register are locked and are treated as Read Only.
RW/L This bit will typically set by BIOS during boot time or resume from Sx.
Locked by: PACKAGE_RAPL_LIMIT_0_0_0_MCHBAR_PCU.PKG_PWR_LIM_LOCK
Oh
62:48 RO Reserved
Package Limitation #2 Enable (PKG_PWR_LIM_2_EN):
oh This bit enables/disables Package Limitation #2 (PL2).

47 RW/L 0b: Package Power Limit 2 is Disabled
1b: Package Power Limit 2 is Enabled
Locked by: PACKAGE_RAPL_LIMIT_0_0_0_MCHBAR_PCU.PKG_PWR_LIM_LOCK

Package Power Limitation #2 (PKG_PWR_LIM_2):
0000h This field indicates the power limitation #2.

46:32 RW/L The unit of measurement is defined in MSR
PACKAGE_POWER_SKU_UNIT[PWR_UNIT].

Locked by: PACKAGE_RAPL_LIMIT_0_0_0_MCHBAR_PCU.PKG_PWR_LIM_LOCK

Oh
31:24 RO Reserved

Package Limitation #1 Time Window (PKG_PWR_LIM_1_TIME):

Specifies the time window used to calculate average power for PL1 and PL2.

The timing interval window is Floating Point number given by 1.x * power(2,y).

x = PKG_PWR_LIM_1_TIME[23:22]

00h y = PKG_PWR_LIM_1_TIME[21:17]

23:17 RW/L The unit of measurement is defined in MSR
PACKAGE_POWER_SKU_UNIT[TIME_UNIT].

The maximal time window is bounded by MSR
PACKAGE_POWER_SKU[PKG_MAX_WIN].

The minimum time window is 1 unit of measurement (as defined above).
Locked by: PACKAGE_RAPL_LIMIT_0_0_0_MCHBAR_PCU.PKG_PWR_LIM_LOCK

Package Clamping limitation #1 (PKG_CLMP_LIM_1):

Allows going below P1.

16 Oh 0Ob: Power limit throttling is limited between base frequency (P1) and Max turbo
RW/L frequency (PO).

1b: Power limit throttling is not limited.

Locked by: PACKAGE_RAPL_LIMIT_0_0_0_MCHBAR_PCU.PKG_PWR_LIM_LOCK

Package Power Limit 1 Enable (PKG_PWR_LIM_1_EN):
oh This bit enables/disables Package Power Limit 1.
15 RW/L Ob: Package Power Limit 1 is Disabled
1b: Package Power Limit 1 is Enabled
Locked by: PACKAGE_RAPL_LIMIT_0_0_0_MCHBAR_PCU.PKG_PWR_LIM_LOCK
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Bit Default & . . I
Range Access Field Name (ID): Description
Package Power Limit 1 (PKG_PWR_LIM_1):
This field indicates the power limitation #1.
0000h

14:0 RW/L The unit of measurement is defined in
PACKAGE_POWER_SKU_UNIT_MSR[PWR_UNIT].
Locked by: PACKAGE_RAPL_LIMIT_0_0_0_MCHBAR_PCU.PKG_PWR_LIM_LOCK

3.3.30 Thermal Status GT
(THERM_STATUS_GT_0_0_O0_MCHBAR_PCU) — Offset
59CO0h

Contains status information about the processors thermal sensor and automatic
thermal monitoring facilities.

Type Size Offset Default
MMIO 32 bit MCHBAR + 59C0Oh 08000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . L
Range Access Field Name (ID): Description
oh VALID:
31 RO/V This bit indicates that the TEMPERATURE field is valid. It is set by PCODE if the
temperature is within valid thermal sensor range.
30:27 ih RESOLUTION:
’ RO Supported resolution in degrees C.
Oh
26:24 RO Reserved
00h TEMPERATURE:
23:16 ROV This is a temperature offset in degrees C below theT] Max temperature. This number
is meaningful only if VALID bit in this register is set.
Cross Domain Limit Log (CROSS_DOMAIN_LIMIT_LOG):
oh If set (1), indicates another hardware domain (e.g. processor graphics) has limited
15 energy efficiency optimizations in the processor core domain since the last clearing of
Rw/0C/v this bit or a reset.
This bit is sticky, software may clear this bit by writing a zero (0).
oh Cross Domain Limit Status (CROSS_DOMAIN_LIMIT_STATUS):
14 ROV RO - If set (1), indicates another hardware domain (e.g. processor graphics) is
currently limiting energy efficiency optimizations in the processor core domain.
Current Limit Log (CURRENT_LIMIT_LOG):
13 Oh R/WCO - If set (1), an electrical current limit has been exceeded that has adversely
RW/0C/V impacted energy efficiency optimizations since the last clearing of this bit or a reset.
This bit is sticky, software may clear this bit by writing a zero (0).
Current Limit Status (CURRENT_LIMIT_STATUS):
12 Oh If set (1), indicates an electrical current limit (e.g. Electrical Design
RO/V Point/IccMax) is being exceeded and is adversely impacting energy efficiency
optimizations.
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Bit Default & . ) -
Range Access Field Name (ID): Description
Power Limitation Log (POWER_LIMITATION_LOG):
Oh Sticky bit which indicates whether the current P-State is limited by power limitation
11 RW/0C/V since the last clearing of this bit or a reset.
Software may clear this bit by writing a zero (0). For legacy P state method, this bit
will be set only if the P-state is limit below the guaranty level
Power Limitation Status (POWER_LIMITATION_STATUS):
10 Oh Indicates whether the current P-State is limited by power limitation.
RO/V For legacy P state method, this bit will be set only if the P-state is limit below the
guaranty level.
Threshold2 Log (THRESHOLD2_LOG):
9 Oh Sticky log bit that asserts on a 0 to 1 or a 1 to 0 transition of the
RW/0C/V THRESHOLD2_STATUS bit.
This bit is set by hardware and cleared by software.
oh Threshold2 Status (THRESHOLD2_STATUS):
8 RO/V Indicates that the current temperature is higher than or equal to Threshold 2
temperature.
Threshold1 Log (THRESHOLD1_LOG):
7 Oh Sticky log bit that asserts on a 0 to 1 or a 1 to O transition of the
RW/0C/V THRESHOLD1_STATUS bit.
This bit is set by hardware and cleared by software.
oh Threshold1 Status (THRESHOLD1_STATUS):
6 RO/V Indicates that the current temperature is higher than or equal to Threshold 1
temperature.
Out Of Specification Log (OUT_OF_SPEC_LOG):
5 Oh Sticky log bit indicating that the processor operating out of its thermal specification
RW/0C/V since the last time this bit was cleared.
This bit is set by hardware on a 0 to 1 transition of OUT_OF_SPEC_STATUS.
oh Out Of Specification Status (OUT_OF_SPEC_STATUS):
4 RO/V Status bit indicating that the processor is operating out of its thermal specification.
Once set, this bit should only clear on a reset.
PROCHOT# Log (PROCHOT_LOG):
3 Oh Sticky log bit indicating that xxPROCHOT# has been asserted since the last time this
RW/0C/V bit was cleared by SW.
This bit is set by HW on a 0 to 1 transition of PROCHOT_STATUS.
5 Oh PROCHOT# Status (PROCHOT_STATUS):
RO/V Status bit indicating that xxPROCHOT# is currently being asserted.
Thermal Monitor Log (THERMAL_MONITOR_LOG):
1 Oh Sticky log bit indicating that the core has seen a thermal monitor event since the last
RW/0C/V time software cleared this bit.
This bit is set by hardware on a 0 to 1 transition of THERMAL_MONITOR_STATUS.
oh Thermal Monitor Status (THERMAL_MONITOR_STATUS):
0 Status bit indicating that the Thermal Monitor has tripped and is currently thermally
RO/V throttling.

3.3.31 Thermal Interrupt GT
(THERM_INTERRUPT_GT_O0_O0_O0_MCHBAR_PCU) — Offset

59C4h

Enables and disables the generation of an interrupt on temperature transitions detected
with the processors thermal sensors and thermal monitor.
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Type Size Offset Default
MMIO 32 bit MCHBAR + 59C4h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
31:25 RO Reserved
oh Power Interrupt Enable (POWER_INT_ENABLE):
24 RW When this bit is set, a thermal interrupt will be sent upon throttling due to power
limitations.
oh Threshold2 Interrupt Enable (THRESHOLD_2_INT_ENABLE):
23 RW Controls the generation of a thermal interrupt whenever the Thermal Threshold 2
Temperature is crossed.
00h Threshold2 Relative Temperature (THRESHOLD_2_REL_TEMP):
22:16 RW This value indicates the offset in degrees below TjMax Temperature that should
trigger a Thermal Threshold 2 trip.
oh Threshold1 Interrupt Enable (THRESHOLD_1_INT_ENABLE):
15 RW Controls the generation of a thermal interrupt whenever the Thermal Threshold 1
Temperature is crossed.
00h Threshold1 Relative Temperature (THRESHOLD_1_REL_TEMP):
14:8 RW This value indicates the offset in degrees below TjMax Temperature that should
trigger a Thermal Threshold 1 trip.
Oh
7:5 RO Reserved
oh Out Of Spec Interrupt Enable (OUT_OF_SPEC_INT_ENABLE):
4 RW Thermal interrupt enable for the critical temperature condition which is stored in the
Critical Temperature Status bit in IA32_THERM_STATUS.
Oh
3 RO Reserved
oh Bidirectional PROCHOT# Interrupt Enable (PROCHOT_INT_ENABLE):
2 RW Bidirectional PROCHOT# assertion interrupt enable. If set, a thermal interrupt is
delivered on the rising edge of xxPROCHOT#.
Low Temperature Interrupt Enable (LOW_TEMP_INT_ENABLE):
1 Oh Enables a thermal interrupt to be generated on the transition from a high-
RW temperature to a low-temperature when set, where high temperature is dictated by
the thermal monitor trip temperature.
High Temperature Interrupt Enable (HIGH_TEMP_INT_ENABLE):
0 Oh Enables a thermal interrupt to be generated on the transition from a low-temperature
RW to a high-temperature when set, where high temperature is dictated by the thermal
monitor trip temperature.

Device Idle Duration Override
(DEVICE_IDLE_DURATION_OVERRIDE_0_O_O_MCHBAR_P
CU) — Offset 59C8h

MDID override register to be used by OS or software for debug purposes.
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Type Size Offset Default

MMIO 32 bit MCHBAR + 59C8h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default & Field Name (ID): Description

Range Access
Oh
31 RO Reserved
Force MDID Override (FORCE_MDID_OVERRIDE):
oh When this bit is set, and bit 1 (the valid bit) is set, the value specified in this field will
30 RW be used for MDID purposes. If this bit is clear, and bit 1 (the valid bit) is set, this
value should be consumed along with the other MDID registers to determine which
value is expiring next and reporting that value.
29 Oh Disable MDID Evaluation (DISABLE_MDID_EVALUATION):
RW Send a value of disabled to the PCH for the MDID field.
000000h Next Device Activity (NEXT_DEVICE_ACTIVITY):
28:8 RW These are in 1us increments and can report a maximum value of approximately 2
seconds
oh Interrupt or Memory (IM):
7 RW 0: Interrupt. This is a hint for the idle duration time to the next interrupt.
1: Memory. This is a hint for the idle duration time to the next snoop cycle.
oh Opportunistic or Deterministic (OD):
6 RW 0: Opportunistic. This is an opportunistic hint as suggested by the sub-system.
1: Deterministic. This is a deterministic hint as suggested by the sub-system.
Oh
5:2 RO Reserved
oh VALID:
1 RW 0: This Idle Duration Override CSR is not valid
1: This Idle Duration Override CSR is valid
Oh
0 RO Reserved

3.3.33 Package GT CO EUs SUM (PKG_GT_CO_EUS_SUM) — Offset
59F0h

The counter value is incremented when PKG_GT_CO_ANY_SLICE increments.

Counts in 24Mhz units.
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Type Size Offset Default
MMIO 64 bit MCHBAR + 59F0h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
00000000
00000000 | DATA:
63:0 h
Counter value
RO/V

Package GT CO Media Sum (PKG_GT_CO_MEDIA_SUM) —

Offset

59F8h

The counter value is incremented when PKG_GT_CO_ANY_SLICE increments.

Counts in 24Mhz units.

Type Size Offset Default
MMIO 64 bit MCHBAR + 59F8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . I
Range Access Field Name (ID): Description
00000000
63:0 'L:])OOOOOOO DATA:
Counter value.
RO/V

FIVR FFFC EMI Control

(FFFC_EMI_CONTROL_O0_0_0_MCHBAR_PCU) — Offset
5A08h

FIVR FFFC Control Register
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3.3.36

Note:

3.3.37

Note:

3.3.38

Type Size Offset Default

MMIO 32 bit MCHBAR + 5A08h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default & . . A
Range Access Field Name (ID): Description
00000000 DATA:
310 R Data field
RW ata field.

FIVR FFFC RFI Control
(FFFC_RFI_CONTROL_O0_0_0_MCHBAR_PCU) — Offset
5A0Ch

Fivr FFFC Control Register

Bit definitions are the same as FFFC_EMI_CONTROL_0_0_0_MCHBAR_PCU, offset
5A08h.

FIVR FFFC RFI Control 2
(FFFC_RFI_CONTROL2_0_0_0_MCHBAR_PCU) — Offset
5A18h

Fivr FFFC Control Register

Bit definitions are the same as FFFC_EMI_CONTROL_0_0_0_MCHBAR_PCU, offset
5A08h.

BIOS Mailbox Data
(BIOS_MAILBOX_DATA_O0_0_O0_MCHBAR_PCU) — Offset
5DA0Oh

Data register for the BIOS-to-Firmware mailbox.

This register is used in conjunction with BIOS_MAILBOX_INTERFACE.
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Type Size Offset Default
MMIO 32 bit MCHBAR + 5DAOh 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
210 gOOOOOOO DATA:
' RW/V This field contains the data associated with specific commands.

BIOS Mailbox Interface
(BIOS_MAILBOX_INTERFACE_O0_O_O_MCHBAR_PCU) —
Offset 5DA4h

Control and Status register for the BIOS-to-Firmware mailbox.

This register is used in conjunction with BIOS_MAILBOX_DATA.

Type Size Offset Default
MMIO 32 bit MCHBAR + 5DA4h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) T
Range Access Field Name (ID): Description
Run/Busy Bit (RUN_BUSY):
oh SW may write to the two mailbox registers only when RUN_BUSY is cleared (0Ob).
31 RW/1S/V After setting this bit, SW will poll this bit until it is cleared.
Firmware will clear RUN_BUSY after updating the mailbox registers with the result
and error code.
Oh
30:29 RO Reserved
PARAM2:
0000h o ) . i . o
28:16 RW/V This field contains additional parameters associated with specific commands. These
are documented in the BIOS Writers Guide
00h PARAM1:
15:8 RW/V This field contains additional parameters associated with specific commands. These
are documented in the BIOS Writers Guide
00h COMMAND:
7:0 RW/V On RUN_BUSY assertion this field should contain the SW request command, on
RUN_BUSY deassrtion this field will contain the Firmware response code
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3.3.40 BIOS Reset Complete
(BIOS_RESET_CPL_0_0_0O_MCHBAR_PCU) — Offset 5DA8h

This register is used as interface between BIOS and PCU. It is written by BIOS and read

by PCU.
Type Size Offset Default
MMIO 32 bit MCHBAR + 5DA8h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
31:2 RO Reserved
PCIe Enumeration Done (PCIE_ENUMERATION_DONE):
This will be set after PCIe enumeration is done. This bit will be read by pcode. If it is
set, pcode will look at the following register bits:
MPVTDTRK_CR_DEVEN_0_0_0_PCI
oh Bit Bit Name
1 RW 1 D1F2EN
2 D1F1EN
3 D1FOEN
If all of these bits are set to a 0x0, this means that there is nothing connected to the
PEG devices and the Gen3 PLL can be shut off.
Note: Implicit assumption - this bit is asserted prior to (or with) asserting RST_CPL.
Reset Complete (RST_CPL):
This bit is set by BIOS to indicate to the CPU Power management function that it has
oh completed to set up all PM relevant configuration and allow CPU Power management
0 function to digest the configuration data and start active PM operation.
RW/1S It is expected that this bit will be set just before BIOS transfer of control to the OS.
Ob: Not ready
1b: BIOS PM configuration complete

3.3.41 Memory Controller BIOS Request
(MC_BIOS_REQ_0_0_0_MCHBAR_PCU) — Offset 5E00h

This register allows BIOS to request Memory Controller clock frequency.
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Type Size Offset Default
MMIO 32 bit MCHBAR + 5E00h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . —
Range Access Field Name (ID): Description
RUN/BUSY Bit (RUN_BUSY):
31 Oh This bit indicates that the BIOS request is pending.
RW BIOS sets this bit together with a command in the lower bits of this register.
The PCU may only clear this bit after the BIOS request has completed.
Request VDDQ TX IccMax (REQ_VDDQ_TX_ICCMAX):
30:27 Oh Peak current on VDDQTX rail at this clock frequency and gear configuration.
' RW Described in 0.25A resolution.
IccMax: 32 * 0.25 = 8A
000h Request VDDQ TX Voltage (REQ_VDDQ_TX_VOLTAGE):
26:17 RW Voltage of the VDDQ TX rail at this clock frequency and gear configuration.
Described in 5mV resolution.
Oh
16:14 RO Reserved
Gear Type (GEAR):
13:12 Oh Oh: Gearl (Default) - DDR bus clock is the same as QCLK
’ RW 1h: Gear2 - DDR PHY bus clock is double of QCLK
2h: Gear4 - DDR PHY bus clock is quad of QCLK
Reference Clock Type (MC_PLL_REF):
oh Request Type:
11:8 RW Oh - MC frequency request for 133MHz Qclk granularity.
1h - MC frequency request for 100MHz Qclk granularity.
All other values are reserved.
MC PLL Ratio (MC_PLL_RATIO):
This field holds the memory controller frequency request (QCLK). Each bin is 133/
100MHz and not 266/200MHz.
This interface replaces the usage of DCLK ratios and Odd Ratio.
QCLK frequency is determined by the MC reference clock (MC_FREQ_TYPE) as well as
BCLK.
Binary Dec DCLK Equation DCLK Freq QCLK Equation QCLK Freq
0000b 0d -----=========mmmmmmmmmmo oo MC PLL - shutdown ------==-==-=-ncmmcmmmem
7:0 00h |
' RW
0011b 3d 3 * 66.66 200.00 MHz 3 * 133.33 400.00 MHz
0100b 4d 4 * 66.66 266.66 MHz 4 * 133.33 533.33 MHz
0101b 5d 5 * 66.66 333.33 MHz 5 * 133.33 666.67 MHz
0110b 6d 6 * 66.66 400.00 MHz 6 * 133.33 800.00 MHz
0111b 7d 7 * 66.66 466.66 MHz 7 * 133.33 933.33 MHz
1000b 8d 8 * 66.66 533.33 MHz 8 * 133.33 1066.67 MHz
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3.3.42 Memory Controller BIOS Data
(MC_BIOS_DATA_0_0_0_MCHBAR_PCU) — Offset 5E04h

Memory Controller Frequency information for BIOS, during MRC flow.
Reflects the last frequency requested in MC_BIOS_REQ_0_0_0_MCHBAR_PCU.

In case of Dual MRC for System Agent SpeedStep, the value will change according to
the MRC requests.

Post MRC will hold the last MRC request and not the current memory frequency.

Type Size Offset Default

MMIO 32 bit MCHBAR + 5E04h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R R
Bit Default & . B P
Range Access Field Name (ID): Description
Oh
31 RO Reserved
Request VDDQ TX IccMax (VDDQ_TX_ICCMAX):
30:27 Oh Peak current on VDDQTX rail at this clock frequency and gear configuration.
' RW Described in 0.25A resolution.

IccMax: 32 * 0.25 = 8A
Request VDDQ TX Voltage (VDDQ_TX_VOLTAGE):

h
26:17 ge\? Voltage of the VDDQ TX rail at this clock frequency and gear configuration.
Described in 5mV resolution.
Oh
16:14 RO Reserved
Gear Type (GEAR):
13:12 Oh Oh: Gearl (Default) - DDR bus clock is the same as QCLK
' RW/L 1h: Gear2 - DDR PHY bus clock is double of QCLK
2h: Gear4 - DDR PHY bus clock is quad of QCLK
Reference Clock Type (MC_PLL_REF):
This field holds the memory controller frequency Type.
11:8 oh
' RW/L e 0Oh: MC frequency request for 133MHz Qclk granularity.

e 1h: MC frequency request for 100MHz Qclk granularity.
All other values are reserved.
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Bit
Range

Default &
Access

Field Name (ID): Description

7:0

00h
RW/L

MC PLL Ratio (MC_PLL_RATIO):

This field holds the memory controller frequency (QCLK). Each bin is 133/100MHz
and not 266/200MHz. This interface replaces the usage of DCLK ratios and Odd Ratio.
QCLK frequency is determined by the MC reference clock (MC_FREQ_TYPE) as well as
BCLK.

Binary Dec DCLK Equation DCLK Freq QCLK Equation QCLK Freq

0011b 3d 3 * 66.66 200.00 MHz 3 * 133.33 400.00 MHz
0100b 4d 4 * 66.66 266.66 MHz 4 * 133.33 533.33 MHz
0101b 5d 5 * 66.66 333.33 MHz 5 * 133.33 666.67 MHz
0110b 6d 6 * 66.66 400.00 MHz 6 * 133.33 800.00 MHz
0111b 7d 7 * 66.66 466.66 MHz 7 * 133.33 933.33 MHz

1000b 8d 8 * 66.66 533.33 MHz 8 * 133.33 1066.67 MHz

The values above are given in units of 133.33MHz (400/3). A value of zero implies
that the memory controller PLL is shut down.

System Agent Power Management Control
(SAPMCTL_0_0_O_MCHBAR_PCU) — Offset 5F00h

System Agent Power Management Control.

Type Size Offset Default
MMIO 32 bit MCHBAR + 5F00h 00002106h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . ) .
Range Access Field Name (ID): Description
Oh
31:16 RO Reserved
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Bit
Range

Default &
Access

Field Name (ID): Description

15

Oh
RW

Force Memory Master DLL When Display Engine is Active (MDLL_ON_DE):
Force memory master DLL on when the Display Engine is active.
This includes cases where memory is not accessed.

This bit has to be set only if there are issues with the memory DLL wakeup based on
the Self Refresh exit indication from Display Engine.

Ob: Display Engine wakes up memory DLL using the Self Refresh exit indication only
1b: Force Memory DLL on when the Display Engine is active

14

Oh
RW

Force Memory Controller PLL When Display Engine is Active (MPLL_ON_DE):
Force Memory PLLs (MCPLL and GDPLL) on when the Display Engine is active.
This includes cases where memory is not accessed.

This bit has to be set only if there are issues with the Memory PLL wakeup based on
the Self Refresh exit indication from the Display Engine.

Ob: Display Engine wakes up Memory PLLs using the Self Refresh exit indication only
1b: Force Memory PLLs on when the Display Engine is active

13

1h
RW

System Agent Clock Gating Memory Controller PLL (SACG_MPLL):

When this bit is set to 1b, FCLK will never be gated when the memory controller PLL
is ON.

Otherwise, FCLK gating policies are not affected by the locking of the memory
controller PLLs.

12

Oh
RW

Non-Snoop Wake Self Refresh Exit (NSWAKE_SREXIT):

When this bit is set to 1b, a Non-Snoop wakeup signal from the PCH will cause the
PCU to force the memory controller to exit from Self-Refresh.

Otherwise, the Non-Snoop indication will not affect the Self Refresh exit policy.

11

Oh
RW

System Agent Clock Gating Self Refresh Exit (SACG_SREXIT):

The Display Engine can indicate to the PCU that it wants the Memory Controller to
exit self-refresh.

When this bit is set to 1b, this request from the Display Engine will cause FCLK to be
ungated.

Otherwise, this request from the Display Engine has no effect on FCLK gating.

10

Oh
RW

Master DLL Shutdown Power State Enable (MDLL_OFF_SEN):

This bit indicates when the Memory Master DLL may be shutdown based on link
active power states.

0b: Memory DLL may be shut down in L1 and deeper sleep states.
1b: Memory DLL may be shut down in LOs and deeper sleep states.

Oh
RW

Memory Controller PLL Shutdown Power State Enable (MPLL_OFF_SEN):

This bit indicates when the Memory PLLs (MCPLL and GDPLL) may be shutdown
based on link active power states.

Ob: Memory PLLs may be shut down in L1 and deeper sleep states.
1b: Memory PLLs may be shut down in LOs and deeper sleep states.

1h
RW

System Agent Clock Gating Power State Enable (SACG_SEN):

This bit indicates when the System Agent clock gating is possible based on link active
power states.

0b: System Agent clock gating is allowed in L1 and deeper sleep states.
1b: System Agent clock gating is allowed in LOs and deeper sleep states.

7:3

Oh
RO

Reserved

1h
RW

PCIe PLL Shutdown Enable (PPLL_OFF_ENA):

This bit is used to enable shutting down the PCle/DMI PLL.
Ob: PLL shutdown is not allowed

1b: PLL shutdown is allowed

1h
RW

Memory Controller PLL Shutdown Enable (MPLL_OFF_ENA):

This bit is used to enable shutting down the Memory Controller PLLs (MCPLL and
GDPLL).

0Ob: PLL shutdown is not allowed
1b: PLL shutdown is allowed
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Bit Default & . . P
Range Access Field Name (ID): Description
System Agent Clock Gating Enable (SACG_ENA):
0 Oh This bit is used to enable or disable the System Agent Clock Gating (FCLK).

RW

Ob: System Agent Clock Gating is Not Allowed
1b: System Agent Clock Gating is Allowed

Configurable TDP Nominal
(CONFIG_TDP_NOMINAL_O0_O0_0_MCHBAR_PCU) — Offset

5F3Ch

This register is used to indicate the Nominal Configurable TDP ratio available for this

specific sku. System BIOS must use this value while building the _PSS table if the
feature is enabled.

Type Size Offset Default
MMIO 32 bit MCHBAR + 5F3Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
Oh
31:8 RO Reserved
00h TDP Ratio (TDP_RATIO):
7:0 ROV Nominal TDP level ratio to be used for this specific processor (in units of 100MHz).
Note: A value of 0 in this field indicates invalid/undefined TDP point.

Configurable TDP Level 1
(CONFIG_TDP_LEVEL1_0_0_0_MCHBAR_PCU) — Offset
5F40h

Level 1 Configurable TDP settings.
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Type Size Offset Default
MMIO 64 bit MCHBAR + 5F40h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
63 RO Reserved
Minimum Package Power (PKG_MIN_PWR):
Minimum package power setting allowed for this Configurable TDP level.
0000h . .
62:48 RO/V Lower values will be clamped up to this value.
Units defined in MSR PACKAGE_POWER_SKU[PWR_UNIT].
Similar to PACKAGE_POWER_SKU[PKG_MIN_PWR].
Oh
47 RO Reserved
Maximum Package Power (PKG_MAX_PWR):
Maximum package power setting allowed for this Configurable TDP level.
0000h ) ) .
46:32 RO/V Higher values will be clamped down to this value.
Units defined in MSR PACKAGE_POWER_SKU[PWR_UNIT].
Similar to PACKAGE_POWER_SKU[PKG_MAX_PWR].
Oh
31:24 RO Reserved
23:16 00h TDP Ratio (TDP_RATIO):
' RO/V TDP ratio for this Configurable TDP Level.
Oh
15 RO Reserved
Package TDP (PKG_TDP):
14:0 0000h Power Limit (PL1) for this Configurable TDP level.
' RO/V Units defined in MSR PACKAGE_POWER_SKU[PWR_UNIT]
Similar to PACKAGE_POWER_SKU[PKG_TDP]

3.3.46 Configurable TDP Level 1
(CONFIG_TDP_LEVEL2_0_0_0_MCHBAR_PCU) — Offset
5F48h

Level 2 Configurable TDP settings.

Note: Bit definitions are the same as CONFIG_TDP_LEVEL1_0_0_0_MCHBAR_PCU, offset

5F40h.

3.3.47 Configurable TDP Control
(CONFIG_TDP_CONTROL_0_0_O_MCHBAR_PCU) — Offset
5F50h

Rd/Wr register to allow platform SW to select TDP point and set lock
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Type Size Offset Default
MMIO 32 bit MCHBAR + 5F50h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Configurable TDP Lock (CONFIG_TDP_LOCK):
oh Configurable TDP level select lock.
31 RW/L Ob: Unlocked.
1b: Locked till next reset.
Locked by: CONFIG_TDP_CONTROL.CONFIG_TDP_LOCK
Oh
30:2 RO Reserved
TDP Level (TDP_LEVEL):
Select Configurable TDP level:
oh Oh: Nominal TDP level (default)
1:0 RW/L 1h: Level from CONFIG_TDP_LEVEL_1
2h: Level from CONFIG_TDP_LEVEL_2
3h: Reserved
Locked by: CONFIG_TDP_CONTROL.CONFIG_TDP_LOCK

3.3.48 Turbo Activation Ratio
(TURBO_ACTIVATION_RATIO_0_0_O_MCHBAR_PCU) —
Offset 5F54h

Read/write register to allow MSR/MMIO access to ACPI P-state notify (PCS 33).

Type Size Offset Default
MMIO 32 bit MCHBAR + 5F54h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . L
Range Access Field Name (ID): Description
Turbo Activation Ratio Lock (TURBO_ACTIVATION_RATIO_LOCK):
oh Locks this register until the next reset.
31 RW/L Ob: Unlocked
1b: Locked
Locked by: TURBO_ACTIVATION_RATIO.TURBO_ACTIVATION_RATIO_LOCK
Oh
30:8 RO Reserved
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3.3.49

3.3.50

Bit Default & . . P
Range Access Field Name (ID): Description
Maximum Non-Turbo Ratio (MAX_NON_TURBO_RATIO):
7:0 00h CPU will treat any P-state request above this ratio as a request for max turbo
’ RW/L 0 is special encoding which disables the feature.
Locked by: TURBO_ACTIVATION_RATIO.TURBO_ACTIVATION_RATIO_LOCK

Overclocking Status (OC_STATUS_0_0_0_MCHBAR_PCU)
— Offset 5F58h

This register exposes the usage of various overclocking features.

Security oriented software can examine which overclocking features have been used
and act accordingly.

Type Size Offset Default

MMIO 32 bit MCHBAR + 5F58h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

R R R

Bit Default & Field Name (ID): Description

Range Access
Oh
31:1 RO Reserved
oh Memory Runtime Timing Overclocking Enabled

0 (MC_TIMING_RUNTIME_OC_ENABLED):
RO Adjusting memory timing values for overclocking is enabled.

Base Clock (BCLK) Frequency
(BCLK_FREQ_O0_0_0_MCHBAR) — Offset 5F60h

This register reports the BCLK frequency.

It is used by software to calculate various clock frequencies that are derived from BCLK
such as Core, Ring, Memory Controller and GT.
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Type Size Offset Default

MMIO 64 bit MCHBAR + 5F60h 0000000000000000n

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . I
Range Access Field Name (ID): Description
63:32 gOOOOOOO PCIECLK Frequency (PCIECLK_FREQ):
’ RO Reported PCIE BCLK Frequency in KHz
31:0 30000000 BCLK Frequency (BCLK_FREQ):
’ RO Reported BCLK Frequency in KHz

Host Controller (MCHBAR) Registers

This chapter documents the Host Controller MCHBAR registers.

Base address of these registers are defined in the MCHBAR_0_0_0_PCI register in Bus:
0, Device: 0, Function: 0.

Summary of Registers

Summary of MCHBAR Registers

Offset (Bs;::s) Register Name (Register Symbol) Default Value
7090 | 4| YRES SEUEN G0 O MCHBAR. TMPH) 00003FFFh
7094h 4 Capabilities D (CAPIDO_D_0_0_0_MCHBAR) 00000000h
7098h 4 Capabilities F (CAPIDO_F_0_0_0_PCI) 00000000h
7110h 8 REGBAR Base Address (REGBAR_0_0_0_MCHBAR_IMPH) 88g00000000000

Type-C Sub-system Device Enable
(TCSS_DEVEN_0_0_O0_MCHBAR_IMPH) — Offset 7090h

Allows for enabling/disabling of Type-C PCI devices and functions that are within the
CPU package. The table below the bit definitions describes the behavior of all
combinations of transactions to devices controlled by this register. All the bits in this
register are Intel TXT Lockable.

Datasheet Volume 2 of 2



Host Bridge and DRAM Controller (DO:FO0) I n te I
®

Type Size Offset Default
MMIO 32 bit MCHBAR + 7090h 00003FFFh
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:14 RO Reserved
Thunderbolt DMA3 Enable (TBT_DMA3_EN):
13 1h 0: DMA3 is disabled and hidden.
RW/L 1: DMA3 is enabled and visible.
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_TBT_DMA2_DIS
Thunderbolt DMA2 Enable (TBT_DMA2_EN):
12 1h 0: DMA2 is disabled and hidden.
RW/L 1: DMA2 is enabled and visible.
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_TBT_DMA2_DIS
Thunderbolt DMA1 Enable (TBT_DMA1_EN):
1 1h 0: DMAL1 is disabled and hidden.
RW/L 1: DMA1 is enabled and visible.
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_TBT_DMA1_DIS
Thunderbolt DMAO Enable (TBT_DMAO_EN):
10 1h 0: DMAQO is disabled and hidden.
RW/L 1: DMAO is enabled and visible.
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_TBT_DMAO_DIS
xDCI Enable (XDCI_EN):
9 1h 0: xDCI is disabled and hidden.
RW/L 1: xDCI is enabled and visible.
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_XDCI_DIS
xHCI Enable (XHCI_EN):
8 1h 0: XHCI is disabled and hidden.
RW/L 1: xHCI is enabled and visible.
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_XHCI_DIS
PCle7 Enable (PCIE7_EN):
7 1h 0: TypeC PCIE Root Port 7 is disabled
RW/L 1: TypeC PCIE Root Port 7 is enabled
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_PCIE7_DIS
PCIe6 Enable (PCIE6_EN):
6 1h 0: TypeC PCIE Root Port 6 is disabled
RW/L 1: TypeC PCIE Root Port 6 is enabled
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_PCIE6_DIS
PCIe5 Enable (PCIE5_EN):
5 1h 0: TypeC PCIE Root Port 5 is disabled
RW/L 1: TypeC PCIE Root Port 5 is enabled
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_PCIE5_DIS
PCIe4 Enable (PCIE4_EN):
4 1h 0: TypeC PCIE Root Port 4 is disabled
RW/L 1: TypeC PCIE Root Port 4 is enabled
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_PCIE4_DIS
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Bit Default & . . .
Range Access Field Name (ID): Description
PCIe3 Enable (PCIE3_EN):
3 1h 0: TypeC PCIE Root Port 3 is disabled
RW/L 1: TypeC PCIE Root Port 3 is enabled
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_PCIE3_DIS
PCIe2 Enable (PCIE2_EN):
2 1h 0: TypeC PCIE Root Port 2 is disabled
RW/L 1: TypeC PCIE Root Port 2 is enabled
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_PCIE2_DIS
PCIel Enable (PCIE1_EN):
1 1h 0: TypeC PCIE Root Port 1 is disabled
RW/L 1: TypeC PCIE Root Port 1 is enabled
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_PCIE1_DIS
PCIEO Enable (PCIEO_EN):
0 ih 0: TypeC PCIE Root Port 0 is disabled
RW/L 1: TypeC PCIE Root Port 0 is enabled
Locked by: CAPIDO_D_0_0_0_MCHBAR.TC_PCIEO_DIS

3.4.3 Capabilities D (CAPIDO_D_0_0_0_MCHBAR) — Offset
7094h

Processor capability enumeration.

Type Size Offset Default

MMIO 32 bit MCHBAR + 7094h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) A

Range Access Field Name (ID): Description
Oh

31:20 RO Reserved

19:17 Oh DisplayPort Input Port Count (DPIN_PORT_COUNT):

: RW/L This field indicates the max number of DPin ports.

oh TypeC Sub-system IOM Microcontroller Disable (IOM_DIS):

16 0: Type C IOM is Enabled
RW/L 1: Type C IOM is Disabled

Oh
15:13 RO Reserved

12 Oh TypeC Sub-system Thunderbolt DMA2 Disable (TC_TBT_DMA2_DIS):
RW/L Indicates if Type-C DMA2 device is disabled.

11 Oh TypeC Sub-system Thunderbolt DMA1 Disable (TC_TBT_DMA1_DIS):
RW/L Indicates if Type-C DMA1 device is disabled.

10 Oh TypeC Sub-system Thunderbolt DMAO Disable (TC_TBT_DMAO_DIS):
RW/L Indicates if Type-C DMAO device is disabled.

224 Datasheet Volume 2 of 2



Host Bridge and DRAM Controller (DO:FO0) I n te I
®

Bit Default & . . P
Range Access Field Name (ID): Description

9 Oh TypeC Sub-system USB xDCI Disable (TC_XDCI_DIS):
RW/L Indicates if Type-C XDCI device is disabled.

8 Oh TypeC Sub-system USB xHCI Disable (TC_XHCI_DIS):
RW/L Indicates if Type-C XHCI device is disabled.

7 Oh TypeC Sub-system PCIe7 Disable (TC_PCIE7_DIS):
RW/L PCIE7 disable.

6 Oh TypeC Sub-system PCIe6 Disable (TC_PCIE6_DIS):
RW/L PCIE6 disable.

5 Oh TypeC Sub-system PCIe5 Disable (TC_PCIE5_DIS):
RW/L PCIES disable.

4 Oh TypeC Sub-system PCle4 Disable (TC_PCIE4_DIS):
RW/L PCIE4 disable.

3 Oh TypeC Sub-system PCle3 Disable (TC_PCIE3_DIS):
RW/L PCIE3 disable.

2 Oh TypeC Sub-system PCle2 Disable (TC_PCIE2_DIS):
RW/L PCIE2 disable.

1 Oh TypeC Sub-system PClel Disable (TC_PCIE1_DIS):
RW/L PCIE1 disable.

0 Oh TypeC Sub-system PCIeO Disable (TC_PCIEO_DIS):
RW/L PCIEO root port is disabled.

3.4.4 Capabilities F (CAPIDO_F_0_0_0_PCI) — Offset 7098h

Processor capability enumeration.

Type Size Offset Default

MMIO 32 bit MCHBAR + 7098h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
31:6 RO Reserved

00h Max Data Rate at Gearl (MAX_DATA_RATE_AT_GEAR1):

5:0 RW/L This field controls the max DDR data rate at Gearl (equal to the QCLK ratio) in
100MHz granularity. 0 means unlimited

3.4.5 REGBAR Base Address (REGBAR_0_0_O_MCHBAR_IMPH)
— Offset 7110h

Defines the base address for REGBAR.
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Type Size Offset Default
MMIO 64 bit MCHBAR + 7110h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved
REGBAR Base Address (REGFBAR):
41:24 00000h This field corresponds to bits 41 to 24 of the base address MMIO space.
RW BIOS will program this register resulting in a base address for a 16MB block of
contiguous memory address space.
Oh
23:1 RO Reserved
oh REGBAR Enable (REGBAREN):
0 RW 0: REGBAR is disabled and does not claim any memory
1: REGBAR memory mapped accesses are claimed and decoded appropriately.
3.5 Direct Media Interface BAR (DMIBAR) Registers

This chapter documents the DMIBAR registers. Base address of these registers are
defined in the DMIBAR_0_0_0_PCI register in Bus: 0, Device: 0, Function: 0.

3.5.1 Summary of Registers
Table 3-6. Summary of DMIBAR Registers
Size - .
Offset (Bytes) Register Name (Register Symbol) Default Value
DMI Virtual Channel Enhanced Capability
Oh 4 (DMIVCECH_0_0_0_DMIBAR) 04010002h
4h 4 DMI Port VC Capability Register 1 (DMIPVCCAP1_0_0_0_DMIBAR) | 00000000h
8h 4 DMI Port VC Capability Register 2 (DMIPVCCAP2_0_0_0_DMIBAR) | 00000000h
Ch 2 DMI Port VC Control (DMIPVCCTL_0_0_0_DMIBAR) 0000h
10h 4 DMI VCO Resource Capability (DMIVCORCAP_0_0_0_DMIBAR) 00000001h
1Ch 4 DMI VC1 Resource Capability (DMIVC1RCAP_0_0_0_DMIBAR) 00000001h
26h 2 DMI VCO Resource Status (DMIVC1RSTS_0_0_0_DMIBAR) 0002h
34h 4 DMI VCm Resource Capability (DMIVCMRCAP_0_0_0_DMIBAR) 00008000h
38h 4 DMI VCm Resource Control (DMIVCMRCTL_0_0_0_DMIBAR) 07000180h
3Eh 2 DMI VCm Resource Status (DMIVCMRSTS_0_0_0_DMIBAR) 0002h
DMI Root Complex Link Declaration
40h 4 (DMIRCLDECH' 0_0_0_DMIBAR) 08010005h
44h 4 DMI Element Self Description (DMIESD_0_0_0_DMIBAR) 01000202h
50h DMI Link Entry 1 Description (DMILE1D_0_0_0_DMIBAR) 00000000h
5Ch 4 DMI Link Upper Entry 1 Address (DMILUE1A_0_0_0_DMIBAR) 00000000h
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Offset (BS‘;tz:S) Register Name (Register Symbol) Default Value
60h 4 DMI Link Entry 2 Description (DMILE2D_0_0_0_DMIBAR) 00000000h

68h 4 DMI Link Entry 2 Address (DMILE2A_0_0_0_DMIBAR) 00000000h

88h 2 Link Control (LCTL_0O_0_0_DMIBAR) 0000h

1C4h 4 DMI Uncorrectable Error Status (DMIUESTS_0_0_0_DMIBAR) 00000000h
1C8h 4 DMI Uncorrectable Error Mask (DMIUEMSK_0_0_0_DMIBAR) 00000000h
1CCh 4 DMI Uncorrectable Error Severity (DMIUESEV_0_0_0_DMIBAR) 00060010h
1D0h 4 DMI Correctable Error Status (DMICESTS_0_0_0_DMIBAR) 00000000h
1D4h 4 DMI Correctable Error Mask (DMICEMSK_0_0_0_DMIBAR) 00002000h

3.5.2 DMI Virtual Channel Enhanced Capability
(DMIVCECH_O0_O0_O0_DMIBAR) — Offset Oh

Indicates DMI Virtual Channel capabilities.

Type Size Offset Default
MMIO 32 bit DMIBAR + 0Oh 04010002h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
040h Pointer to Next Capability (PNC):
31:20 RO This field contains the offset to the next PCI Express capability structure in the linked
list of capabilities (Link Declaration Capability).
PCI Express Virtual Channel Capability Version (PCIEVCCV):
19:16 1h Hardwired to 1 to indicate compliances with the 1.1 version of the PCI Express
) RO specification.
Note: This version does not change for 2.0 compliance.
0002h Extended Capability ID (ECID):
15:0 RO Value of 0002h identifies this linked list item (capability structure) as being for PCI
Express Virtual Channel registers.

3.5.3 DMI Port VC Capability Register 1
(DMIPVCCAP1_0_0_0O_DMIBAR) — Offset 4h

Describes the configuration of PCI Express Virtual Channels associated with this port.
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Type Size Offset Default
MMIO 32 bit DMIBAR + 4h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
31:7 RO Reserved
Low Priority Extended VC Count (LPEVCC):
oh Indicates the number of (extended) Virtual Channels in addition to the default VC
6:4 belonging to the low-priority VC (LPVC) group that has the lowest priority with
RO respect to other VC resources in a strict-priority VC Arbitration.
The value of 0 in this field implies strict VC arbitration.
Oh
3 RO Reserved
Extended VC Count (EVCC):
Indicates the number of (extended) Virtual Channels in addition to the default VC
5.0 Oh supported by the device.
' RW/L The Private Virtual Channel, VC1 and the Manageability Virtual Channel are not
included in this count.
Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.EVCCDWOS

DMI Port VC Capability Register 2
(DMIPVCCAP2_0_0_0_DMIBAR) — Offset 8h

Describes the configuration of PCI Express Virtual Channels associated with this port.

Type Size Offset Default
MMIO 32 bit DMIBAR + 8h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
31:24 00h VC Arbitration Table Offset (VCATO):
’ RO This field is reserved for VC Arbitration Table Offset
Oh
23:8 RO Reserved
7:0 00h VC Arbitration Capability (VCAC):
' RO This field is reserved for VC Arbitration Capability
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3.5.5 DMI Port VC Control (DMIPVCCTL_O0_O_O_DMIBAR) —
Offset Ch

DMI Port VC Control

Type Size Offset Default

MMIO 16 bit DMIBAR + Ch 0000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default & . . P
Range Access Field Name (ID): Description
Oh
15:4 RO Reserved
VC Arbitration Select (VCAS):
This field will be programmed by software to the only possible value as indicated in
the VC Arbitration Capability field.
The value 000b when written to this field will indicate the VC arbitration scheme is
3:1 Oh hardware fixed (in the root complex).
RW This field cannot be modified when more than one VC in the LPVC group is enabled.
000: Hardware fixed arbitration scheme. E.G. Round Robin
Others: Reserved
See the PCI express specification for more details.
0 Oh Load VC Arbitration Table (LVCAT):
RO This field is reserved for Load VC Arbitration Table

3.5.6 DMI VCO Resource Capability
(DMIVCORCAP_0_0_0O_DMIBAR) — Offset 10h

DMI VCO Resource Capability

Type Size Offset Default

MMIO 32 bit DMIBAR + 10h 00000001h

Register Level Access:

BIOS Access SMM Access OS Access

R R R

Bit Default & . . P
Range Access Field Name (ID): Description
31:24 00h Port Arbitration Table Offset (PATO):

' RO This field is reserved for Port Arbitration Table Offset
Oh

23 RO Reserved
22:16 00h Maximum Time Slots (MTS):

' RO This field is reserved for Maximum Time Slots
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Bit Default & . . .
Range Access Field Name (ID): Description
Reject Snoop Transactions (REJSNPT):
oh 0: Transactions with or without the No Snoop bit set within the TLP header are
15 RO allowed on this VC.
1: Any transaction for which the No Snoop attribute is applicable but is not set within
the TLP Header will be rejected as an Unsupported Request.
Oh
14:8 RO Reserved
oih Port Arbitration Capability (PAC):
7:0 RO Having only bit 0 set indicates that the only supported arbitration scheme for this VC
is non-configurable hardware-fixed.

3.5.7 DMI VC1 Resource Capability
(DMIVC1RCAP_0_0_O0_DMIBAR) — Offset 1Ch

DMI VC1 Resource Capability

Note: Bit definitions are the same as DMIVCORCAP_0_0_0_DMIBAR, offset 10h.

3.5.8 DMI VCO Resource Status (DMIVC1RSTS_0_0_0_DMIBAR)
— Offset 26h

Reports the Virtual Channel specific status.

Type Size Offset Default
MMIO 16 bit DMIBAR + 26h 0002h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
15:2 RO Reserved
Virtual Channel 1 Negotiation Pending (VC1NP):
0: The VC negotiation is complete.
1: The VC resource is still in the process of negotiation (initialization or disabling).
Software may use this bit when enabling or disabling the VC. This bit indicates the
1 1h status of the process of Flow Control initialization.
RO/V It is set by default on Reset, as well as whenever the corresponding Virtual Channel is
Disabled or the Link is in the DL_Down state.
It is cleared when the link successfully exits the FC_INIT2 state.
Before using a Virtual Channel, software must check whether the VC Negotiation
Pending fields for that Virtual Channel are cleared in both Components on a Link.
Oh
0 RO Reserved
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DMI VCm Resource Capability
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Type Size Offset Default
MMIO 32 bit DMIBAR + 34h 00008000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:16 RO Reserved
Reject Snoop Transactions (REJSNPT):
1h 0: Transactions with or without the No Snoop bit set within the TLP header are
15 RO allowed on the VC.
1: When Set, any transaction for which the No Snoop attribute is applicable but is not
Set within the TLP Header will be rejected as an Unsupported Request
Oh
14:0 RO Reserved

3.5.10 DMI VCm Resource Control

(DMIVCMRCTL_0_0_0_DMIBAR) — Offset 38h

DMI VCm Resource Settings
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Type Size Offset Default
MMIO 32 bit DMIBAR + 38h 07000180h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Virtual Channel Enable (VCMEN):
0: Virtual Channel is disabled.
1: Virtual Channel is enabled. See exceptions below.
Software must use the VC Negotiation Pending bit to check whether the VC
negotiation is complete.
When VC Negotiation Pending bit is cleared, a 1 read from this VC Enable bit indicates
that the VC is enabled (Flow Control Initialization is completed for the PCI Express
port).
31 Oh A Ob read from this bit indicates that the Virtual Channel is currently disabled.
RW BIOS Requirement:
1. To enable a Virtual Channel, the VC Enable bits for that Virtual Channel must be
set in both Components on a Link.
2. To disable a Virtual Channel, the VC Enable bits for that Virtual Channel must be
cleared in both Components on a Link.
3. Software must ensure that no traffic is using a Virtual Channel at the time it is
disabled.
4. Software must fully disable a Virtual Channel in both Components on a Link before
re-enabling the Virtual Channel.
Oh
30:27 RO Reserved
Virtual Channel ID (VCID):
26:24 7h Assigns a VC ID to the VC resource.
' RW Assigned value must be non-zero.
This field can not be modified when the VC is already enabled.
Oh
23:13 RO Reserved
12:8 01h Save Restore (FC_FSM_STATE):
’ RW/V/L This register is for Save Restore to restore the FC FSM
Traffic Class/Virtual Channel Map (TCVCMMAP):
Indicates the TCs (Traffic Classes) that are mapped to the VC resource. Bit locations
within this field correspond to TC values.
7:0 80h For example, when bit 7 is set in this field, TC7 is mapped to this VC resource. When
RO more than one bit in this field is set, it indicates that multiple TCs are mapped to the
VC resource. In order to remove one or more TCs from the TC/VC Map of an enabled
VC, software must ensure that no new or outstanding transactions with the TC labels
are targeted at the given Link.

3.5.11 DMI VCm Resource Status
(DMIVCMRSTS_0_0_0O0_DMIBAR) — Offset 3Eh

DMI VCm Resource Status
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Type Size Offset Default
MMIO 16 bit DMIBAR + 3Eh 0002h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
15:2 RO Reserved
Virtual Channel Negotiation Pending (VCNEGPND):
0: The VC negotiation is complete.
1: The VC resource is still in the process of negotiation (initialization or disabling).
1h Software may use this bit when enabling or disabling the VC. This bit indicates the
1 RO/V status of the process of Flow Control initialization. It is set by default on Reset, as
well as whenever the corresponding Virtual Channel is Disabled or the Link is in the
DL_Down state. It is cleared when the link successfully exits the FC_INIT2 state.
Before using a Virtual Channel, software must check whether the VC Negotiation
Pending fields for that Virtual Channel are cleared in both Components on a Link.
Oh
0 RO Reserved

3.5.12 DMI Root Complex Link Declaration
(DMIRCLDECH_0_0_O0_DMIBAR) — Offset 40h

This capability declares links from the respective element to other elements of the root
complex component to which it belongs and to an element in another root complex
component. See PCI Express specification for link/topology declaration requirements.

Type Size Offset Default
MMIO 32 bit DMIBAR + 40h 08010005h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
080h Pointer to Next Capability (PNC):
31:20 RO This field contains the offset to the next PCI Express capability structure in the linked
list of capabilities (Internal Link Control Capability).
Link Declaration Capability Version (LDCV):
19:16 1h Hardwired to 1 to indicate compliances with the 1.1 version of the PCI Express
) RO specification.
Note: This version does not change for 2.0 compliance.
0005h Extended Capability ID (ECID):
15:0 RO Value of 0005h identifies this linked list item (capability structure) as being for PCI
Express Link Declaration Capability.
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DMI Element Self Description (DMIESD_0_0_0_DMIBAR)
— Offset 44h

Provides information about the root complex element containing this Link Declaration

Capability.
Type Size Offset Default
MMIO 32 bit DMIBAR + 44h 01000202h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . A
Range Access Field Name (ID): Description
Port Number (PORTNUM):
01ih Specifies the port number associated with this element with respect to the
31:24 RO component that contains this element.
This port number value is utilized by the egress port of the component to provide
arbitration to this Root Complex Element.
Component ID (CID):
00h Identifies the physical component that contains this Root Complex Element.
23:16 RW/L BIOS Requirement: Must be initialized according to guidelines in the PCI Express*
Isochronous/Virtual Channel Support Hardware Programming Specification (HPS).
Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.CIDDWOS
Number of Link Entries (NLE):
15:8 02h Indicates the number of link entries following the Element Self Description. This field
' RO reports 2 (one for MCH egress port to main memory and one to egress port belonging
to ICH on other side of internal link).
Oh
7:4 RO Reserved
>h Element Type (ETYP):
3:0 RO Indicates the type of the Root Complex Element.
A value of 2h represents an Internal Root Complex Link (DMI).

DMI Link Entry 1 Description (DMILE1D_O0_0_0_DMIBAR)
— Offset 50h

First part of a Link Entry which declares an internal link to another Root Complex

Element.
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Type Size Offset Default

MMIO 32 bit DMIBAR + 50h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description

Target Port Number (TPN):

Specifies the port number associated with the element targeted by this link entry
(egress port of PCH). The target port number is with respect to the component that

31:24 00h contains this element as specified by the target component ID.
' RW/L This can be programmed by BIOS, but the default value will likely be correct because
the DMI RCRB in the PCH will likely be associated with the default egress port for the
PCH meaning it will be assigned port number 0.
Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.TPNWOS
Target Component ID (TCID):
00h Identifies the physical component that is targeted by this link entry.
23:16 RW/L BIOS Requirement: Must be initialized according to guidelines in the PCI Express*
Isochronous/Virtual Channel Support Hardware Programming Specification (HPS).
Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.TCIDE1DWOS
Oh
15:2 RO Reserved
oh Link Type (LTYP):

1 RO Indicates that the link points to memory-mapped space (for RCRB).
The link address specifies the 64-bit base address of the target RCRB.

Link Valid (LV):

Oh 0: Link Entry is not valid and will be ignored.

RW/L 1: Link Entry specifies a valid link.

Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.LVE1DWOS

3.5.15 DMI Link Upper Entry 1 Address
(DMILUE1A_0_0_O_DMIBAR) — Offset 5Ch

Second part of a Link Entry which declares an internal link to another Root Complex

Element.
Type Size Offset Default
MMIO 32 bit DMIBAR + 5Ch 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . -
Range Access Field Name (ID): Description
Oh
31:8 RO Reserved
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Bit Default & . . A
Range Access Field Name (ID): Description
Upper Link Address (ULA):
7:0 00h Memory mapped base address of the RCRB that is the target element (egress port of
' RW/L PCH) for this link entry.
Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.ULAE1DWOS

3.5.16 DMI Link Entry 2 Description (DMILE2D_0_0_0_DMIBAR)
— Offset 60h

First part of a Link Entry which declares an internal link to another Root Complex

Element.
Type Size Offset Default
MMIO 32 bit DMIBAR + 60h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . A
Range Access Field Name (ID): Description
Target Port Number (TPN):
31:24 00h Specifies the port number associated with the element targeted by this link entry
’ RO (Egress Port). The target port number is with respect to the component that contains

this element as specified by the target component ID.

Target Component ID (TCID):
00h Identifies the physical or logical component that is targeted by this link entry.

23:16 RW/L BIOS Requirement: Must be initialized according to guidelines in the PCI Express*
Isochronous/Virtual Channel Support Hardware Programming Specification (HPS).

Locked by: TLDMIREGS.WO_STATUSO0_0_0_0_DMIBAR.TCIDE2DWOS

Oh
15:2 RO Reserved

Link Type (LTYP):

1 g:) Indicates that the link points to memory-mapped space (for RCRB).
The link address specifies the 64-bit base address of the target RCRB.
Link Valid (LV):
0 Oh 0: Link Entry is not valid and will be ignored.
RW/L 1: Link Entry specifies a valid link.

Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.LVE2DWOS

3.5.17 DMI Link Entry 2 Address (DMILE2A_O0_O_O_DMIBAR) —
Offset 68h

Second part of a Link Entry which declares an internal link to another Root Complex
Element.
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Type Size Offset Default

MMIO 32 bit DMIBAR + 68h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description

Link Address (LA):

31:12 00000h Memory mapped base address of the RCRB that is the target element (Egress Port)
) RW/L for this link entry.
Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.LAE2DWOQOS
Oh
11:0 RO Reserved

3.5.18 Link Control (LCTL_O0_O_0O_DMIBAR) — Offset 88h

Allows control of PCI Express link.

Type Size Offset Default

MMIO 16 bit DMIBAR + 88h 0000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . i
Range Access Field Name (ID): Description
Oh
15:10 RO Reserved
Hardware Autonomous Width Disable (HAWD):
OPI: Not available
9 Oh When Set, this bit disables hardware from changing the Link width for reasons other
RO than attempting to correct unreliable Link operation by reducing Link width.
Devices that do not implement the ability autonomously to change Link width are
permitted to hardwire this bit to Ob.
Oh
8 RO Reserved
Extended Sync (ES):
OPI: Not available
0: Standard Fast Training Sequence (FTS).
Oh 1: Forces the transmission of additional ordered sets when exiting the LOs state and
7 RW when in the Recovery state.
This mode provides external devices (e.g., logic analyzers) monitoring the Link time
to achieve bit and symbol lock before the link enters LO and resumes communication.
This is a test mode only and may cause other undesired side effects such as buffer
overflows or underruns.

Datasheet Volume 2 of 2 237



intel.

3.5.19

238

Host Bridge and DRAM Controller (DO:FO0)

Bit Default & . . .
Range Access Field Name (ID): Description
Oh
6 RO Reserved
Retrain Link (RL):
0: Normal operation.
5 Oh 1: Full Link retraining is initiated by directing the Physical Layer LTSSM from LO, LOs,
RO or L1 states to the Recovery state.
This bit always returns 0 when read. This bit is cleared automatically (no need to
write a 0).
Oh
4:2 RO Reserved
Active State PM (ASPM):
Controls the level of active state power management supported on the given link.
1:0 Oh 00: Disabled
' RO 01: LOs Entry Supported
10: L1 Entry Supported
11: LOs and L1 Entry Supported

DMI Uncorrectable Error Status
(DMIUESTS_O0_0O_O0_DMIBAR) — Offset 1C4h

This register is for test and debug purposes only.

Type Size Offset Default
MMIO 32 bit DMIBAR + 1C4h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) T
Range Access Field Name (ID): Description
Oh
31:21 RO Reserved
Oh
Unsupported Request Error Status (URES):
20 EW/lC/V/ Unsupported Request Error Status
Oh
19 RO Reserved
.8 oh Malformed TLP Status (MTLPS):
RW/ICNV] | Malformed TLP Status
17 Oh Receiver Overflow Status (ROS):
EW/IC/V/ Receiver Overflow Status
16 Oh Unexpected Completion Status (UCS):
'FD{W/1C/V/ Unexpected Completion Status
Oh
15 RO Reserved
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Bit Default &

Range Access Field Name (ID): Description

Oh

Completion Timeout Status (CTS):
14 RW/1C/V/

p Completion Timeout Status
Oh
13 RO Reserved
12 oh 1c Poisoned TLP Status (PTLPS):
EW/ NI Poisoned TLP Status
Oh
11:5 RO Reserved
4 gl\:v 1OV, Data Link Protocol Error Status (DLPES):
p 1CIV/ Data Link Protocol Error Status
Oh
3:0 RO Reserved

3.5.20 DMI Uncorrectable Error Mask
(DMIUEMSK_0_0_O0_DMIBAR) — Offset 1C8h

This register is for test and debug purposes only.

Type Size Offset Default
MMIO 32 bit DMIBAR + 1C8h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:23 RO Reserved
22 Oh 2 Bit Error Mask (ECCERRM):
RW/P 2 Bit Error Mask
Oh
21 RO Reserved
20 Oh Unsupported Request Error Mask (UREM):
RW/P Unsupported Request Error Mask
Oh
19 RO Reserved
18 Oh Malformed TLP Mask (MTLPM):
RW/P Malformed TLP Mask
17 Oh Receiver Overflow Mask (ROM):
RW/P Receiver Overflow Mask
16 Oh Unexpected Completion Mask (UCM):
RW/P Unexpected Completion Mask
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Bit Default & . . .
Range Access Field Name (ID): Description
Oh
15 RO Reserved
14 Oh Completion Timeout Mask (CPLTM):
RW/P Completion Timeout Mask
Oh
13 RO Reserved
12 Oh Poisoned TLP Mask (PTLPM):
RW/P Poisoned TLP Mask
Oh
11:5 RO Reserved
4 Oh Data Link Protocol Error Mask (DLPEM):
RW/P Data Link Protocol Error Mask
Oh
3:0 RO Reserved

3.5.21 DMI Uncorrectable Error Severity
(DMIUESEV_0_0O0_O_DMIBAR) — Offset 1CCh

This register controls whether an individual error is reported as a non-fatal or fatal
error. An error is reported as fatal when the corresponding error bit in the severity
register is set. If the bit is cleared, the corresponding error is considered nonfatal. It is
for test and debug purposes only.

Type Size Offset Default

MMIO 32 bit DMIBAR + 1CCh 00060010h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . .
Range Access Field Name (ID): Description
Oh
31:23 RO Reserved
22 Oh 2 Bit Error Mask (ECCERRS):
RW/P 2 Bit Error Mask
Oh
21 RO Reserved
20 Oh Unsupported Request Error Severity (URES):
RW/P Unsupported Request Error Severity
19 Oh ECRC Error Severity (ECRCES):
RO ECRC Error Severity
18 1h Malformed TLP Error Severity (MTLPES):
RW/P Malformed TLP Error Severity
17 1h Receiver Overflow Error Severity (ROEV):
RW/P Receiver Overflow Error Severity
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Bit Default & . . R
Range Access Field Name (ID): Description
16 Oh Unexpected Completion Error Severity (UCES):
RW/P Unexpected Completion Error Severity
15 Oh Completer Abort Error Severity (CAES):
RO Completer Abort Error Severity
14 Oh Completion Timeout Error Severity (CTES):
RW/P Completion Timeout Error Severity
13 Oh Flow Control Protocol Error Severity (FCPES):
RO Flow Control Protocol Error Severity
12 Oh Poisoned TLP Error Severity (PTLPES):
RW/P Poisoned TLP Error Severity
Oh
11:5 RO Reserved
4 1h Data Link Protocol Error Severity (DLPES):
RW/P Data Link Protocol Error Severity
Oh
3:0 RO Reserved

3.5.22 DMI Correctable Error Status
(DMICESTS_O0_O0_O_DMIBAR) — Offset 1D0Oh

This register is for test and debug purposes only.

Type Size Offset Default

MMIO 32 bit DMIBAR + 1D0h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default & Field Name (ID): Description

Range Access
Oh

31:14 RO Reserved
Oh

Advisory Non-Fatal Error Status (ANFES):

1
3 EW/IC/V/ When set, indicates that an Advisory Non-Fatal Error occurred.

12 Oh Replay Timer Timeout Status (RTTS):
IEW/1C/V/ Replay Timer Timeout Status
Oh

11:9 RO Reserved

8 oh REPLAY_NUM Rollover Status (RNRS):
EW/lC/V/ REPLAY_NUM Rollover Status

. oh Bad DLLP Status (BDLLPS):
RW/LC/V/ | Bad DLLP Status
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Bit Default & . . .
Range Access Field Name (ID): Description

. (P)\Cv <,y | Bad TLP Status (BTLPS):
p 1ACNV/ Bad TLP Status
Oh

5:1 RO Reserved
Oh Receiver Error Status (RES):

0 RW/1C/V/ Physical layer receiver Error occurred. These errors include: elastic Buffer Collision,

P 8b/10b error, De-skew Timeout Error.

DMI Correctable Error Mask (DMICEMSK_O0_0_0O_DMIBAR)
— Offset 1D4h

This register is for test and debug purposes only.

Type Size Offset Default
MMIO 32 bit DMIBAR + 1D4h 00002000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) T
Range Access Field Name (ID): Description
Oh
31:14 RO Reserved
Advisory Non-Fatal Error Mask (ANFEM):
When set, masks Advisory Non-Fatal errors from:
1h
13 RW/P « Signaling ERR_COR to the device control register
e Updating the Uncorrectable Error Status register.
This register is set by default to enable compatibility with software that does not
comprehend Role-Based Error Reporting.
Oh
12:0 RO Reserved

REGBAR Registers

This chapter documents the REGBAR registers. Base address of these registers are
defined in the REGBAR_0_0_0_MCHBAR_IMPH register which resides in the MCHBAR
register collection.
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3.6.1 Summary of Registers

Table 3-7. Summary of REGBAR Registers
Offset (Bsyitz:s) Register Name (Register Symbol) Default Value
C10h010 4 PHY Image Status in IMR (IMR_PHY_STATUS) 00000000h
cigoia |y | Thunderbolt imvare Statue i 1R
C10h098 4 TypeC Configuration 4 (IOM_TYPEC_SW_CONFIGURATION_4) 00000000h
C10h160 4 IOM PORT STATUS (IOM_PORT_STATUS[O0]) 00000000h
C10h164 4 IOM PORT STATUS (IOM_PORT_STATUS[1]) 00000000h
C10h168 4 IOM PORT STATUS (IOM_PORT_STATUS[2]) 00000000h
C10h16C 4 IOM PORT STATUS (IOM_PORT_STATUS[3]) 00000000h
C11h02C 4 IOM DP Resource Management (IOM_DP_RESOURCE_MNG[0]) 00000000h
C11h038 4 %?OMM?EQV&VFGESR%%%sc??fs?gﬁ/&ePHORE[O]) 00000000h
Cl]HSFS 4 IOM FW Current Status (IOM_FW_CURRENT_STATUS) 00000000h
C11h8FC 4 IOM FW Current Task (IOM_FW_CURRENT_TASK) 00000000h

3.6.2 PHY Image Status in IMR (IMR_PHY_STATUS) — Offset
C10010h

PHY Image Status in IMR

Type Size Offset Default

MMIO 32 bit REGBAR + C10010h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW R R

Bit Default & Field Name (ID): Description

Range Access
31 Oh FW Download Done (DONE):
RW/P FW download to IMR is done

Valid Authentication (VALID):

oh Valid: although the FW is in the IMR, it failed authentication and therefore shouldn't
30 be trusted.

RW/P 0: Untrusted FW,
1: Successful authentication, FW is trusted and can be used.
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Bit Default & . . A
Range Access Field Name (ID): Description
29:22 00h Error Code (ERROR_CODE):

’ RW/P ERROR CODE Logged by CSME while populating PHY IMR.
Oh
21:16 RO Reserved
15:0 0000h Firmware Version (FW_VERSION):
’ RW/P The version of firmware that the PHY is using.

3.6.3 Thunderbolt Firmware Status in IMR
(IOM_CSME_IMR_TBT_STATUS) — Offset C10014h

Thunderbolt Firmware Status in IMR.

Type Size Offset Default
MMIO 32 bit REGBAR + C10014h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW R R
Bit Default & . . I
Range Access Field Name (ID): Description
31 Oh FW Download Done (DONE):
RW/P FW download to IMR is done
Valid Authentication (VALID):
oh Valid: although the FW is in the IMR, it failed authentication and therefore shouldn't
30 be trusted.
Rw/P 0: Untrusted FW,
1: Successful authentication, FW is trusted and can be used.
29:22 00h Error Code (ERROR_CODE):
’ RW/P ERROR CODE Logged by CSME while populating TBT IMR.
Oh
21:16 RO Reserved
15:0 0000h Firmware Version (FW_VERSION):
’ RW/P The version of firmware that TBT is using.

3.6.4 TypeC Configuration 4
(IOM_TYPEC_SW_CONFIGURATION_4) — Offset C10098h

Defines high speed lane orientation - if HSL Orientation override is enabled and set, the
HSL orientation is flipped
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Type Size Offset Default

MMIO 32 bit REGBAR + C10098h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW R RW
Bit Default & . . P
Range Access Field Name (ID): Description
oh LOCK:
31 RW/L Locks this register from further changes.
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
BFFI:
00000h ]
30:12 RW BFFI field

Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
PORT6 HSL ORIENTATION (PORT6_HSL_ORIENTATION):

11 ER”\;V/L High Speed Lane Orientation.
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
PORT6 HSL ORIENTATION_OVERIDE ENABLE
oh (PORT6_HSL_ORIENTATION_OVRRD_EN):
10 RW/L HSL Orientation Override enable
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
oh PORT5 HSL ORIENTATION (PORT5_HSL_ORIENTATION):

9 RW/L High Speed Lane Orientation.
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
PORT5 HSL ORIENTATION_OVERIDE ENABLE
Oh (PORT5_HSL_ORIENTATION_OVRRD_EN):
RW/L HSL Orientation Override enable
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK

oh PORT4 HSL ORIENTATION (PORT4_HSL_ORIENTATION):
7 High Speed Lane Orientation.

RW/L Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
PORT4 HSL ORIENTATION_OVERIDE ENABLE
oh (PORT4_HSL_ORIENTATION_OVRRD_EN):
6 RW/L HSL Orientation Override enable
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
oh PORT3 HSL ORIENTATION (PORT3_HSL_ORIENTATION):
5 RW/L High Speed Lane Orientation.
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
PORT3 HSL ORIENTATION_OVERIDE ENABLE
oh (PORT3_HSL_ORIENTATION_OVRRD_EN):
4 RW/L HSL Orientation Override enable
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
oh PORT2 HSL ORIENTATION (PORT2_HSL_ORIENTATION):

3 RW/L High Speed Lane Orientation.
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
PORT2 HSL ORIENTATION_OVERIDE ENABLE
oh (PORT2_HSL_ORIENTATION_OVRRD_EN):
RW/L HSL Orientation Override enable
Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
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Bit Default & . . .
Range Access Field Name (ID): Description

PORT1 HSL ORIENTATION (PORT1_HSL_ORIENTATION):

Oh . . )

1 RW/L High Speed Lane Orientation.

Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK
PORT1 HSL ORIENTATION_OVERIDE ENABLE

0Oh (PORT1_HSL_ORIENTATION_OVRRD_EN):

0 RW/L HSL Orientation Override enable

Locked by: IOM_TYPEC_SW_CONFIGURATION_4.LOCK

3.6.5 IOM PORT STATUS (IOM_PORT_STATUS[0]) — Offset
C10160h

TypeC port (PHY) status and control. Note that 'Port' and 'PHY' are used
interchangeably

Type Size Offset Default
MMIO 32 bit REGBAR + C10160h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . L
Range Access Field Name (ID): Description
Port Is Connected (PORT_IS_CONNECTED):
31 Oh Status indication that the port is connected. Maintained by IOM FW.
RO 0x0: Port is not connected.
0x1: Port is connected (IOM FW is done configuring the port).
Oh
30:29 RO Reserved
Aux Orientation (AUX_ORI):
28 Oh Aux orientation status Status. Maintained by IOM FW.
RO 1'b0: Orientation is not flipped.
1'b1: Orientation is flipped.
Mode Type (MODE_TYPE):
27:20 00h Mode Type. Maintained by IOM FW.
RO Various usage models. Example is to specify the NiDnT overlay mode or Intel debug
overlay mode.
HPD Status (DHPD):
HPD status. Maintained by IOM FW
DHPD[1:0] - HPD current state. 0x0: No HPD. 0x1: HPD asserted. 0x2: HPD
deasserted. 0x3 Invalid.
19:12 00h DHPD[2:2] - HPD current state source. 0x0: PCH. Ox1: TBT
’ RO DHPD[3:3] - HPD current state destination. 0x0: DP. Ox1: DPin.
DHPD[5:4] - Deferred HPD current state. 0x0: No HPD. 0x1: HPD asserted. 0x2: HPD
deasserted. 0x3 Invalid.
DHPD[6:6] - Deferred HPD current state source. 0x0: PCH. Ox1: TBT
DHPD[7:7] - Reserved.
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Bit Default &

Range Access Field Name (ID): Description

High Speed Link Orientation Status (HSL_ORI):

Oh High-Speed Link Orientation Status. Maintained by IOM FW.
RO 1'b0: Orientation is not flipped.

1'b1: Orientation is flipped.

11

Upstream Facing Port Status (UFP):

Oh Maintained by IOM FW.

RO 1'b0: Downstream facing port. TCSS USB is configured to be the Host.
1'b1: Upstream facing port. TCSS USB is configured to be the Device.

Port activity type (ACTIVITY_TYPE):

Port activity type. The TypeC PHY is flexible thus it can be configured for various
possible connections. Maintained by IOM FW.

0x0: Undefined

Ox1: Fixed connection

0x2: DPin

0x3: USB3

0x4: Safe mode

Oh 0x5: Alt mode DP

RO 0x6: Alt mode DP MFD (Multi Function Device)
0x7: Alt mode TBT

0x8: HTI (High-speed Trace Interface - used for debug)
0x9: Alt mode NiDNT (Debug mode)

0xA: DBGACC (Debug Accessory)

0xB: HTI direct

0xC: Alt mode USB3

0xD: Alt mode TBT USB3

OxE: No TBT allowed

10

9:6

Configuration Done (CFG_DONE):

oh Control / Status bit to indicate that the port configuration is complete. This bit is also
5 tied to the PHY common lane reset. Maintained by IOM FW.

RO 1'b1: Port configuration is complete. Deassert TypeC PHY (port) common lane reset.
1'b0: Port configuration is not complete. Assert TypeC PHY (port) common lane reset.

Oh Port in Transition (PORT_IN_TRANSITION):
RO Indicator that the port bringup is in progress. Maintained by IOM FW.

Oh Port Enabled (PORT_EN):
RO Status indicator if the PHY is enabled by BIOS. Maintained by IOM FW.

oh PHY Command (CMD):

2:0 RO PHY Command: 0x0: NO-OP, 0x1: Wake PHY, 0x2: VNN OFF prep, 0x3: VNNAON OFF
prep

3.6.6 IOM PORT STATUS (IOM_PORT_STATUS[1]) — Offset
C10164h

TypeC port (PHY) status and control. Note that 'Port' and 'PHY' are used
interchangeably
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Type Size Offset Default
MMIO 32 bit REGBAR + C10164h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
Port Is Connected (PORT_IS_CONNECTED):
31 Oh Status indication that the port is connected. Maintained by IOM FW.
RO 0x0: Port is not connected.
0x1: Port is connected (IOM FW is done configuring the port).
Oh
30:29 RO Reserved
Aux Orientation (AUX_ORI):
28 Oh Aux orientation status Status. Maintained by IOM FW.
RO 1'b0: Orientation is not flipped.
1'b1: Orientation is flipped.
Mode Type (MODE_TYPE):
27:20 00h Mode Type. Maintained by IOM FW.
' RO Various usage models. Example is to specify the NiDnT overlay mode or Intel debug
overlay mode.
HPD Status (DHPD):
HPD status. Maintained by IOM FW
DHPD[1:0] - HPD current state. 0x0: No HPD. 0x1: HPD asserted. Ox2: HPD
deasserted. 0x3 Invalid.
19:12 00h DHPD[2:2] - HPD current state source. 0x0: PCH. Ox1: TBT
’ RO DHPD[3:3] - HPD current state destination. 0x0: DP. 0x1: DPin.
DHPD[5:4] - Deferred HPD current state. 0x0: No HPD. Ox1: HPD asserted. 0x2: HPD
deasserted. 0x3 Invalid.
DHPD[6:6] - Deferred HPD current state source. 0x0: PCH. Ox1: TBT
DHPD[7:7] - Reserved.
High Speed Link Orientation Status (HSL_ORI):
11 Oh High-Speed Link Orientation Status. Maintained by IOM FW.
RO 1'b0: Orientation is not flipped.
1'b1: Orientation is flipped.
Upstream Facing Port Status (UFP):
10 Oh UFP: Upstream Facing Port Status. Maintained by IOM FW.
RO 1'b0: Downstream facing port. TCSS USB is configured to be the Host.
1'b1: Upstream facing port. TCSS USB is configured to be the Device.
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RaBI:E_:;e Df\f:?::lsts& Field Name (ID): Description
Port activity type (ACTIVITY_TYPE):
Port activity type. The TypeC PHY is flexible thus it can be configured for various
possible connections. Maintained by IOM FW.
0x0: Undefined
0x1: Fixed connection
0x2: DPin
0x3: USB3
0x4: Safe mode
Oh 0x5: Alt mode DP
%6 | ro 0x6: Alt mode DP MFD (Multi Function Device)
0x7: Alt mode TBT
0x8: HTI (High-speed Trace Interface - used for debug)
0x9: Alt mode NiDNT (Debug mode)
OxA: DBGACC (Debug Accessory)
0xB: HTI direct
0xC: Alt mode USB3
0xD: Alt mode TBT USB3
OxE: No TBT allowed
Configuration Done (CFG_DONE):
oh Qontrol / Status bit to indicate that the _port_ configuration is complete. This bit is also
5 tied to the PHY common lane reset. Maintained by IOM FW.
RO 1'b1: Port configuration is complete. Deassert TypeC PHY (port) common lane reset.
1'b0: Port configuration is not complete. Assert TypeC PHY (port) common lane reset.
4 Oh Port in Transition (PORT_IN_TRANSITION):
RO Indicator that the port bringup is in progress. Maintained by IOM FW.
3 Oh Port Enabled (PORT_EN):
RO Status indicator if the PHY is enabled by BIOS. Maintained by IOM FW.
oh PHY Command (CMD):
2:0 RO PHY Command: 0x0: NO-OP, 0x1: Wake PHY, 0x2: VNN OFF prep, 0x3: VNNAON OFF
prep

3.6.7 IOM PORT STATUS (IOM_PORT_STATUS[2]) — Offset
C10168h

TypeC port (PHY) status and control. Note that 'Port' and 'PHY' are used
interchangeably

Type Size Offset Default

MMIO 32 bit REGBAR + C10168h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Port Is Connected (PORT_IS_CONNECTED):
31 Oh Status indication that the port is connected. Maintained by IOM FW.
RO 0x0: Port is not connected.

0x1: Port is connected (IOM FW is done configuring the port).
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Bit
Range

Default &
Access

Field Name (ID): Description

30:29

Oh
RO

Reserved

28

Oh
RO

Aux Orientation (AUX_ORI):

Aux orientation status Status. Maintained by IOM FW.
1'b0: Orientation is not flipped.

1'b1: Orientation is flipped.

27:20

00h
RO

Mode Type (MODE_TYPE):
Mode Type. Maintained by IOM FW.

Various usage models. Example is to specify the NiDnT overlay mode or Intel debug
overlay mode.

19:12

00h
RO

HPD Status (DHPD):
HPD status. Maintained by IOM FW

DHPD[1:0] - HPD current state. 0x0: No HPD. 0x1: HPD asserted. 0x2: HPD
deasserted. 0x3 Invalid.

DHPD[2:2] - HPD current state source. 0x0: PCH. Ox1: TBT
DHPD[3:3] - HPD current state destination. O0x0: DP. 0x1: DPin.

DHPD[5:4] - Deferred HPD current state. Ox0: No HPD. Ox1: HPD asserted. 0x2: HPD
deasserted. 0x3 Invalid.

DHPD[6:6] - Deferred HPD current state source. 0x0: PCH. Ox1: TBT
DHPD[7:7] - Reserved.

11

Oh
RO

High Speed Link Orientation Status (HSL_ORI):
High-Speed Link Orientation Status. Maintained by IOM FW.
1'b0: Orientation is not flipped.

1'b1: Orientation is flipped.

10

Oh
RO

Upstream Facing Port Status (UFP):

UFP: Upstream Facing Port Status. Maintained by IOM FW.

1'b0: Downstream facing port. TCSS USB is configured to be the Host.
1'b1: Upstream facing port. TCSS USB is configured to be the Device.

9:6

Oh
RO

Port Activity Type (ACTIVITY_TYPE):

The TypeC PHY is flexible thus it can be configured for various possible connections.
Maintained by IOM FW.

0x0: Undefined

0x1: Fixed connection

0x2: DPin

0x3: USB3

0x4: Safe mode

0x5: Alt mode DP

0x6: Alt mode DP MFD (Multi Function Device)
0x7: Alt mode TBT

0x8: HTI (High-speed Trace Interface - used for debug)
0x9: Alt mode NiDNT (Debug mode)

OxA: DBGACC (Debug Accessory)

0xB: HTI direct

0xC: Alt mode USB3

0xD: Alt mode TBT USB3

OxE: No TBT allowed

Oh
RO

Configuration Done (CFG_DONE):

Control / Status bit to indicate that the port configuration is complete. This bit is also
tied to the PHY common lane reset. Maintained by IOM FW.

1'b1: Port configuration is complete. Deassert TypeC PHY (port) common lane reset.
1'b0: Port configuration is not complete. Assert TypeC PHY (port) common lane reset.

Oh
RO

Port in Transition (PORT_IN_TRANSITION):
Indicator that the port bringup is in progress. Maintained by IOM FW.
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Bit Default & . . P
Range Access Field Name (ID): Description
3 Oh Port Enabled (PORT_EN):
RO Status indicator if the PHY is enabled by BIOS. Maintained by IOM FW.
oh PHY Command (CMD):
2:0 RO PHY Command: 0x0: NO-OP, 0x1: Wake PHY, 0x2: VNN OFF prep, 0x3: VNNAON OFF
prep

3.6.8 IOM PORT STATUS (IOM_PORT_STATUS[3]) — Offset
C1016Ch

TypeC port (PHY) status and control. Note that 'Port' and 'PHY' are used
interchangeably

Note: Bit definitions are the same as IOM_PORT_STATUS[ 1], offset C10164h.

3.6.9 IOM DP Resource Management
(IOM_DP_RESOURCE_MNG[0]) — Offset C1102Ch

IOM DP Resource Management

Note: There are 2 instances of this register. The offset between instances is 4.

Type Size Offset Default
MMIO 32 bit REGBAR + C1102Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
Oh
31:8 RO Reserved
DP1 Allocation (DP1_ALLOC):
DP1 Ownership:
Oh 0x0: Free
7:4 RO 0x1: CM
0x2: IOM
0x3-0xF: Reserved
DPO Allocation (DPO_ALLOC):
DPO Ownership:
3:0 Oh 0x0: Free
RO 0x1: CM
0x2: IOM
0x3-0xF: Reserved
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3.6.11
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IOM DP HW Resource Semaphore
(IOM_DP_HW_RESOURCE_SEMAPHORE[O0]) — Offset
C11038h

IOM DP HW Resource Semaphore reg

Note: There are 2 instances of this register. The offset between instances is 4.

Type Size Offset Default
MMIO 32 bit REGBAR + C11038h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . -
Range Access Field Name (ID): Description
Semaphore Lock (SEMLOCK):
31 Oh SemLock: Semaphore lock bit- Master write this bit with its iD,
RO/V If successfully written Master Owns this resource. Master Should clear the lock as
soon as possible
Oh
30:4 RO Reserved
Requestor ID (REQESTOR_ID):
3:0 Oh 0x0: CM
' RO/V 0x1: IOM
0x2-0xF: Reserved

IOM FW Current Status (IOM_FW_CURRENT_STATUS) —
Offset C118F8h

FW current status

Type Size Offset Default
MMIO 32 bit REGBAR + C118F8h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . I
Range Access Field Name (ID): Description
31:0 20000000 FW Current Status (FW_CURRENT_STATUS):
' RO FW Current Status
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3.6.12 IOM FW Current Task (IOM_FW_CURRENT_TASK) — Offset
C118FCh

At the beginning of every task management, FW updates this Register.

Type Size Offset Default
MMIO 32 bit REGBAR + C118FCh 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31 RO Reserved
oh STAGE:
30:27 RO stage of the execution. Always starts with 0. Progrees according to the progress of
the thread
oh GROUP:
26:24 RO Group: internal use. 000 - PCH initiated 001 - IOM_FW initiated 010 - IOM_HW 011 -
PM
23:16 00h Task Data (DATA):
RO Task Data
15:12 Oh Command Parameter (PARAMS):
’ RO IOM FW command parameter.
USB2 Port Number (USB2_PORT_NUM):
11:8 Oh 1s based number (first port = port 1).
' RO Up to 16 ports can be encoded.
A value of Oh means port 16.
USB3 Port Number (USB3_PORT_NUM):
7.4 Oh 1s based number (first port = port 1).
’ RO Up to 16 ports can be encoded.
A value of Oh means port 16.
3:0 Oh OPCODE:
' RO Task Opcode
3.7 PCI Express Egress Port BAR (PXPEPBAR)
Registers

This chapter documents the PXPEPBAR registers. Base address of these registers are
defined in the PXPEPBAR_0_0_0_PCI register in Bus: 0, Device: 0, Function: 0.
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3.7.1 Summary of Registers
Table 3-8. Summary of PXPEPBAR Registers
Size - -
Offset (Bytes) Register Name (Register Symbol) Default Value
Ch 2 Egress Port Virtual Channel Control (EPPVCCTL_0_0_0_PXPEPBAR) | 0000h
Egress Port Element Declaration Capability
44h 4 (EPESD_0_0_0_PXPEPBAR) 00000501h

3.7.2 Egress Port Virtual Channel Control
(EPPVCCTL_0_0_O0_PXPEPBAR) — Offset Ch

Egress Port Virtual Channel Control

Type Size Offset Default
MMIO 16 bit PXPEPBAR + Ch 0000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
15:4 RO Reserved
VC Arbitration Select (VCAS):
This field will be programmed by software to the only possible value as indicated in
oh the Virtual Channel Arbitration Capability field. The value 000b when written to this
3:1 field will indicate the Virtual Channel arbitration scheme is hardware fixed (in the root
RW
complex).
This field cannot be modified when more than one Virtual Channel in the LPVC group
is enabled.
0 Oh Load Virtual Channel Arbitration Table (LVCAT):
RO This field is reserved for Load Virtual Channel Arbitration Table (LVCAT)

3.7.3 Egress Port Element Declaration Capability
(EPESD_O0_0_O0_PXPEPBAR) — Offset 44h

Provides information about the root complex element containing this Link Declaration
Capability.
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Type Size Offset Default

MMIO 32 bit PXPEPBAR + 44h 00000501h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default & Field Name (ID): Description

Range Access
Port Number (PN):
31:24 00h This field specifies the port number associated with this element with respect to the
' RO component that contains this element. Value of 00 h indicates to configuration

software that this is the default egress port.

Component ID (CID):
00h Identifies the physical component that contains this Root Complex Element.
23:16 BIOS Requirement: Must be initialized according to guidelines in the PCI Express*

RW/L Isochronous/Virtual Channel Support Hardware Programming Specification (HPS).
Locked by: TLDMIREGS.WO_STATUSO_0_0_0_DMIBAR.CIDPWOS
Number of Link Entries (NLE):
15:8 05h Indicates the number of link entries following the Element Self Description. This field
' RO reports 5 (one each for PEGO, PEG11 PEG12,
PEG1 and DMI).
Oh
7:4 RO Reserved

1h Element Type (ET):
3:0 RO Indicates the type of the Root Complex Element. Value of 1 h represents a port to
system memory.

3.8 VTDPVCOBAR Registers

This chapter documents the VCOPREMAP BAR registers. Base address of these registers
are defined in the VTDPVCOBAR_0_0_0_MCHBAR_NCU register which resides in the
MCHBAR register collection.

3.8.1 Summary of Registers
Table 3-9. Summary of VTDPVCOBAR Registers
Size . .
Offset (Bytes) Register Name (Register Symbol) Default Value
Oh 4 Version Register (VER_REG_0_0_0_VTDBAR) 00000050h
Capability Register (CAP_REG_0_0_0_VTDBAR) 08D2008C40690
8h 8
462h
Extended Capability Register (ECAP_REG_0_0_0_VTDBAR) 0000060000F050
10h 8 DAh
18h 4 Global Command Register (GCMD_REG_0_0_0_VTDBAR) 00000000h
1Ch 4 Global Status Register (GSTS_REG_0_0_0_VTDBAR) 00000000h
20h 8 Root Table Address Register (RTADDR_REG_0_0_0_VTDBAR) 00000000000000
00h
28h 8 Context Command Register (CCMD_REG_0_0_0_VTDBAR) 08000000000000
00h
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Offset (Bs\;::s) Register Name (Register Symbol) Default Value
34h 4 Fault Status Register (FSTS_REG_0_0_0_VTDBAR) 00000000h
38h 4 Fault Event Control Register (FECTL_REG_0_0_0_VTDBAR) 80000000h
3Ch 4 Fault Event Data Register (FEDATA_REG_0_0_0_VTDBAR) 00000000h
40h 4 Fault Event Address Register (FEADDR_REG_0_0_0_VTDBAR) 00000000h
Fault Event Upper Address Register
44h 4 (FEUADDR_REG_0_0_0_VTDBAR) 00000000h
s8h 8 Advanced Fault Log Register (AFLOG_REG_0_0_0_VTDBAR) 00000000000000
00h
64h 4 Protected Memory Enable Register (PMEN_REG_0_0_0_VTDBAR) 00000000h
Protected Low Memory Base Register
68h 4 (PLMBASE_REG_0_0_0_VTDBAR) 00000000h
Protected Low-Memory Limit Register
6Ch 4 (PLMLIMIT_REG_0_0_0_VTDBAR) 00000000h
70h 8 Protected High-Memory Base Register 00000000000000
(PHMBASE_REG_0_0_0_VTDBAR) 00h
78h 8 Protected High-Memory Limit Register 00000000000000
(PHMLIMIT_REG_0_0_0_VTDBAR) 00h
80h 8 Invalidation Queue Head Register (IQH_REG_0_0_0_VTDBAR) 00000000000000
00h
88h 8 Invalidation Queue Tail Register (IQT_REG_0_0_0_VTDBAR) 00000000000000
00h
90h 8 Invalidation Queue Address Register (IQA_REG_0_0_0_VTDBAR) 00000000000000
00h
Invalidation Completion Status Register
9Ch 4 (ICS_REG._0_0_0_VTDBAR) 00000000h
AOh 4 Invalidation Event Control Register (IECTL_REG_0_0_0_VTDBAR) 80000000h
A4h Invalidation Event Data Register (IEDATA_REG_0_0_0_VTDBAR) 00000000h
Invalidation Event Address Register
A8h 4 (IEADDR_REG_0_0_0_VTDBAR) 00000000h
Invalidation Event Upper Address Register
ACh 4 (IEUADDR_REG_0_0_0_VTDBAR) 00000000h
BSh 8 Interrupt Remapping Table Address Register 00000000000000
(IRTA_REG_0_0_0_VTDBAR) 00h
coh 8 Page Request Queue Head Register (PQH_REG_0_0_0_VTDBAR) 00000000000000
00h
csh 8 Page Request Queue Tail Register (PQT_REG_0_0_0_VTDBAR) 00000000000000
00h
DOh 8 Page Request Queue Address Register (PQA_REG_0_0_0_VTDBAR) | 00000000000000
00h
DCh 4 Page Request Status Register (PRS_REG_0_0_0_VTDBAR) 00000000h
Page Request Event Control Register
EOh 4 (PECTL REG_0_0_0_VTDBAR) 80000000h
E4h 4 Page Request Event Data Register (PEDATA_REG_0_0_0_VTDBAR) | 00000000h
Page Request Event Address Register
E8h 4 (PEADDR_REG_0_0_0_VTDBAR) 00000000h
Page Request Event Upper Address Register
ECh 4 (PEUADDR_REG_0_0_0_VTDBAR) 00000000h
100h 8 MTRR Capability Register (MTRRCAP_0_0_0_VTDBAR) 00000000000000
00h
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Offset (Bsyitz:s) Register Name (Register Symbol) Default Value

108h 8 MTRR Default Type Register (MTRRDEFAULT_0_0_0_VTDBAR) 00000000000000
00h

120h 8 Fixed-Range MTRR Format 64K-00000 00000000000000
(MTRR_FIX64K_00000_REG_0_0_0_VTDBAR) 00h

128h 8 Fixed-Range MTRR Format 16K-80000 00000000000000
(MTRR_FIX16K_80000_REG_0_0_0_VTDBAR) 00h

130h 8 Fixed-Range MTRR Format 16K-A0000 00000000000000
(MTRR_FIX16K_AO0000_REG_0_0_O0_VTDBAR) 00h

138h 8 Fixed-Range MTRR Format 4K-C0000 00000000000000
(MTRR_FIX4K_C0000_REG_0_0_0_VTDBAR) 00h

140h 8 Fixed-Range MTRR Format 4K-C8000 00000000000000
(MTRR_FIX4K_C8000_REG_0_0_0_VTDBAR) 00h

148h 8 Fixed-Range MTRR Format 4K-D0000 00000000000000
(MTRR_FIX4K_D0000_REG_0_0_0_VTDBAR) 00h

150h 8 Fixed-Range MTRR Format 4K-D8000 00000000000000
(MTRR_FIX4K_D8000_REG_0_0_0_VTDBAR) 00h

158h 8 Fixed-Range MTRR Format 4K-E0000 00000000000000
(MTRR_FIX4K_EOOOO_REG_0_0_0_VTDBAR) 00h

160h 8 Fixed-Range MTRR Format 4K-E8000 00000000000000
(MTRR_FIX4K_E8000_REG_0_0_0_VTDBAR) 00h

168h 8 Fixed-Range MTRR Format 4K-FO000 00000000000000
(MTRR_FIX4K_FO000_REG_0_0_0_VTDBAR) 00h

170h 8 Fixed-Range MTRR Format 4K-F8000 00000000000000
(MTRR_FIX4K_F8000_REG_0_0_0_VTDBAR) 00h

180h 8 Variable-Range MTRR Format Physical Base 0 00000000000000
(MTRR_PHYSBASEO_REG_0_0_0_VTDBAR) 00h

188h 8 Variable-Range MTRR Format Physical Mask 0 00000000000000
(MTRR_PHYSMASKO_REG_0_0_0_VTDBAR) 00h

190h 8 Variable-Range MTRR Format Physical Base 1 00000000000000
(MTRR_PHYSBASE1_REG_0_0_0_VTDBAR) 00h

198h 8 Variable-Range MTRR Format Physical Mask 1 00000000000000
(MTRR_PHYSMASK1_REG_0_0_0_VTDBAR) 00h

1A0h 8 Variable-Range MTRR Format Physical Base 2 00000000000000
(MTRR_PHYSBASE2_REG_0_0_0_VTDBAR) 00h

1A8h 8 Variable-Range MTRR Format Physical Mask 2 00000000000000
(MTRR_PHYSMASK2_REG_0_0_0_VTDBAR) 00h

1BOh 8 Variable-Range MTRR Format Physical Base 3 00000000000000
(MTRR_PHYSBASE3_REG_0_0_0_VTDBAR) 00h

1B8h 8 Variable-Range MTRR Format Physical Mask 3 00000000000000
(MTRR_PHYSMASK3_REG_0_0_0_VTDBAR) 00h

1Coh 8 Variable-Range MTRR Format Physical Base 4 00000000000000
(MTRR_PHYSBASE4_REG_0_0_0_VTDBAR) 00h

1C8h 8 Variable-Range MTRR Format Physical Mask 4 00000000000000
(MTRR_PHYSMASK4_REG_0_0_0_VTDBAR) 00h

1DOh 8 Variable-Range MTRR Format Physical Base 5 00000000000000
(MTRR_PHYSBASE5_REG_0_0_0_VTDBAR) 00h

1D8h 3 Variable-Range MTRR Format Physical Mask 5 00000000000000
(MTRR_PHYSMASK5_REG_0_0_0_VTDBAR) 00h

1EOh 8 Variable-Range MTRR Format Physical Base 6 00000000000000
(MTRR_PHYSBASE6_REG_0_0_0_VTDBAR) 00h

1E8h 8 Variable-Range MTRR Format Physical Mask 6 00000000000000
(MTRR_PHYSMASK6_REG_0_0_0_VTDBAR) 00h
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Offset (Bs\;:ees) Register Name (Register Symbol) Default Value

1FOh 8 Variable-Range MTRR Format Physical Base 7 00000000000000
(MTRR_PHYSBASE7_REG_0_0_0_VTDBAR) 00h

1F8h 8 Variable-Range MTRR Format Physical Mask 7 00000000000000
(MTRR_PHYSMASK7_REG_0_0_0_VTDBAR) 00h

200h 8 Variable-Range MTRR Format Physical Base 8 00000000000000
(MTRR_PHYSBASE8_REG_0_0_0_VTDBAR) 00h

208h 8 Variable-Range MTRR Format Physical Mask 8 00000000000000
(MTRR_PHYSMASKS8_REG_0_0_0_VTDBAR) 00h

210h 8 Variable-Range MTRR Format Physical Base 9 00000000000000
(MTRR_PHYSBASE9_REG_0_0_0_VTDBAR) 00h

>18h 8 Variable-Range MTRR Format Physical Mask 9 00000000000000
(MTRR_PHYSMASK9_REG_0_0_0_VTDBAR) 00h

400h 8 Fault Recording Register Low [0] (FRCDL_REG_0_0_0_VTDBAR) 00000000000000
00h

408h 8 Fault Recording Register High [0] (FRCDH_REG_0_0_0_VTDBAR) 00000000000000
00h

500h 8 Invalidate Address Register (IVA_REG_0_0_0_VTDBAR) 00000000000000
00h

508h 8 IOTLB Invalidate Register (IOTLB_REG_0_0_0_VTDBAR) 02000000000000
00h

3.8.2 Version Register (VER_REG_0_0_O_VTDBAR) — Offset Oh

Register to report the architecture version supported. Backward compatibility for the
architecture is maintained with new revision numbers, allowing software to load
remapping hardware drivers written for prior architecture versions.

Type Size Offset Default
MMIO 32 bit VTDPVCOBAR + Oh 00000050h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
31:8 RO Reserved
7.4 5h Major Version Number (MAJOR):
' RO/V Indicates supported architecture version.
3:0 Oh Minor Version Number (MINOR):
' RO/V Indicates supported architecture minor version.

3.8.3 Capability Register (CAP_REG_0_0_O_VTDBAR) — Offset

8h

Register to report general remapping hardware capabilities.

258

Datasheet Volume 2 of 2



Host Bridge and DRAM Controller (DO:FO0) I n te I
®

Type Size Offset Default

MMIO 64 bit VTDPVCOBAR + 8h 08D2008C40690462h

Register Level Access:

BIOS Access SMM Access OS Access

R R R

Bit Default & Field Name (ID): Description

Range Access
Oh
63:61 RO Reserved
First Level 5-level Paging (FL5LP):
60 Oh e 0: Hardware does not support 5-level paging for requests-with-PASID subject to
RO/V first-level translation.
e 1: Hardware supports 5-level paging for requests-with-PASID subject to first-level
translation.
Posted Interrupt Support (PI):
59 1h e 0 = Hardware does not support Posting of Interrupts.

RO/V e 1 = Hardware supports Posting of Interrupts.

Hardware implementations reporting this field as Set must also report Interrupt
Remapping support (IR field in Extended Capability Register)

Oh

58:57 RO Reserved
oh First Level 1-GByte Page Support (FL1GP):
56 RO/V A value of 1 in this field indicates 1-GByte page size is supported for first-level
translation.
Read Draining (DRD):
1h
55
RO/V e 0 = Hardware does not support draining of DMA read requests.
e 1 = Hardware supports draining of DMA read requests.
Write Draining (DWD):
54 th
RO/V e 0 = Hardware does not support draining of DMA write requests.
e 1 = Hardware supports draining of DMA write requests.
Maximum Address Mask Value (MAMV):
12h The value in this field indicates the maximum supported value for the Address Mask
53:48 (AM) field in the Invalidation Address register (IVA_REG) and IOTLB Invalidation
RO/V Descriptor (iotlb_inv_dsc) used for invalidations of second-level translation.
This field is valid only when the PSI field in Capability register is reported as Set.
Number of Fault-Recording Registers (NFR):
Number of fault recording registers is computed as N+1, where N is the value
00h reported in this field.
47:40 RO/V Implementations must support at least one fault recording register (NFR = 0) for

each remapping hardware unit in the platform.

The maximum number of fault recording registers per remapping hardware unit is
256.
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Bit Default & . . .
Range Access Field Name (ID): Description
Page Selective Invalidation (PSI):
1h e 0 = Hardware supports only domain and global invalidates for IOTLB.
39 RO/V e 1 = Hardware supports page selective, domain and global invalidates for IOTLB.
Hardware implementations reporting this field as set are recommended to support a
Maximum Address Mask Value (MAMV) value of at least 9 (or 18 if supporting 1GB
pages with second level translation).
Oh
38 RO Reserved
Second Level Large Page Support (SLLPS):
This field indicates the super page sizes supported by hardware.
A value of 1 in any of these bits indicates the corresponding super-page size is
supported. The super-page sizes corresponding to various bit positions within this
field are:
3h .
37:34 ROV e 0 = 21-bit offset to page frame (2MB)
e 1 = 30-bit offset to page frame (1GB)
e 2 = 39-bit offset to page frame (512GB)
e 3 = 48-bit offset to page frame (1TB)
Hardware implementations supporting a specific super-page size must support all
smaller super-page sizes, i.e. only valid values for this field are 0000b, 0001b,
0011b, 0111b, 1111b.
Fault-Recording Register Offset (FRO):
040h This field specifies the location to the first fault recording register relative to the
33:24 ROV register base address of this remapping hardware unit.
If the register base address is X, and the value reported in this field is Y, the address
for the first fault recording register is calculated as X+(16*Y).
Oh
23 RO Reserved
Zero Length Read (ZLR):
e 0 = Indicates the remapping hardware unit blocks (and treats as fault) zero length
22 1h DMA read requests to write-only pages.
RO/V e 1 = Indicates the remapping hardware unit supports zero length DMA read
requests to write-only pages.
DMA remapping hardware implementations are recommended to report ZLR field as
Set.
Maximum Guest Address Width (MGAW):
This field indicates the maximum DMA virtual addressability supported by remapping
hardware. The Maximum Guest Address Width (MGAW) is computed as (N+1), where
N is the value reported in this field. For example, a hardware implementation
supporting 48-bit MGAW reports a value of 47 (101111b) in this field.
If the value in this field is X, untranslated and translated DMA requests to addresses
29h above 2(x+1)-1 are always blocked by hardware. Translations requests to address
21:16 above 2(x+1)-1 from allowed devices return a null Translation Completion Data Entry
RO/V ; —W=
with R=W=0.
Guest addressability for a given DMA request is limited to the minimum of the value
reported through this field and the adjusted guest address width of the corresponding
page-table structure. (Adjusted guest address widths supported by hardware are
reported through the SAGAW field).
Implementations are recommended to support MGAW at least equal to the physical
addressability (host address width) of the platform.
Oh
15:13 RO Reserved
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Bit Default & . ) L
Range Access Field Name (ID): Description

Supported Adjusted Guest Address Widths (SAGAW):

This 5-bit field indicates the supported adjusted guest address widths (which in turn

represents the levels of page-table walks for the 4KB base page size) supported by

the hardware implementation.

A value of 1 in any of these bits indicates the corresponding adjusted guest address

width is supported. The adjusted guest address widths corresponding to various bit

positions within this field are:
12:8 04h
RO/V e 0 = 30-bit AGAW (2-level page table)

e 1 = 39-bit AGAW (3-level page table)

e 2 = 48-bit AGAW (4-level page table)

e 3 = 57-bit AGAW (5-level page table)

e 4 = Reserved

Software must ensure that the adjusted guest address width used to setup the page

tables is one of the supported guest address widths reported in this field.

Caching Mode (CM):

e 0 = Not-present and erroneous entries are not cached in any of the remapping
caches. Invalidations are not required for modifications to individual not present or

Oh invalid entries. However, any modifications that result in decreasing the effective
7 RO/V permissions or partial permission increases require invalidations for them to be
effective.

e 1 = Not-present and erroneous mappings may be cached in the remapping
caches. Any software updates to the remapping structures (including updates to
not-present or erroneous entries) require explicit invalidation.

Hardware implementations of this architecture must support a value of 0 in this field.

Protected High-Memory Region (PHMR):

6 1h
RO/V e 0 = Indicates protected high-memory region is not supported.
e 1 = Indicates protected high-memory region is supported.
Protected Low-Memory Region (PLMR):
5 1h
RO/V e 0 = Indicates protected low-memory region is not supported.

e 1 = Indicates protected low-memory region is supported.

Required Write-Buffer Flushing (RWBF):

4 oh e 0 = Indicates no write-buffer flushing is needed to ensure changes to memory-
RO/V resident structures are visible to hardware.

e 1 = Indicates software must explicitly flush the write buffers to ensure updates
made to memory-resident remapping structures are visible to hardware.

Advanced Fault Logging (AFL):

Oh
3 RO/V e 0: Indicates advanced fault logging is not supported. Only primary fault logging is
supported.

e 1: Indicates advanced fault logging is supported.

Number of Domains Supported (ND):

e 000b: Hardware supports 4-bit domain-ids with support for up to 16 domains.

e 001b: Hardware supports 6-bit domain-ids with support for up to 64 domains.

2:0 2h e 010b: Hardware supports 8-bit domain-ids with support for up to 256 domains.
' RO/V e 011b: Hardware supports 10-bit domain-ids with support for up to 1024 domains.

e 100b: Hardware supports 12-bit domain-ids with support for up to 4K domains.

e 100b: Hardware supports 14-bit domain-ids with support for up to 16K domains.

e 110b: Hardware supports 16-bit domain-ids with support for up to 64K domains.

e 111b: Reserved.
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3.8.4 Extended Capability Register
(ECAP_REG_0_O0_O_VTDBAR) — Offset 10h

Register to report remapping hardware extended capabilities.

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 10h 0000060000F050DAN
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
Oh
63:44 RO Reserved
PASID Support Limitation (PSL):
This field is valid only when Process Address Space ID Support (PASID) field (bit 40)
is reported as Set. When this field is reported as Set, extendedcontext-entries with
43 Oh PASID Enable (PASIDE) field Set do not support Requests-withoutPASID.

RO/V Hardware implementations must report a value of 0 in this field. Virtual
implementations may report a value of 1 in this field to disallow guest software from
using an extended-context-entry for both Virtual Address (VA) and I/0 Virtual
Address (IOVA) concurrently.

Page Request Draining Support (PDS):
1h
42 RO/V e 0 = Hardware does not support Page-Request Drain (PD) flag in Inv_wait_dsc.
e 1 = Hardware supports Page-Request Drain (PD) flag in Inv_wait_dsc.
This field is valid only when Device-TLB support field is reported as Set.
Device-TLB Invalidation Throttle (DIT):
1h
41 ROV e 0 = Hardware does not support Device-TLB Invalidation Throttling.
e 1 = Hardware supports Device-TLB Invalidation Throttling.
This field is valid only when Page Request Support (PRS) field is reported as Set.
Process Address Space ID Support (PASID):
40 Oh

RO/V e 0 = Hardware does not support requests tagged with Process Address Space IDs.
e 1 = Hardware supports requests tagged with Process Address Space IDs.
PASID Size Supported (PSS):
This field reports the PASID size supported by the remapping hardware for requests-

00h with-PASID. A value of N in this field indicates hardware supports PASID field of N+1

39:35 ROV bits (For example, value of 7 in this field, indicates 8-bit PASIDs are supported).
/ Requests-with-PASID with PASID value beyond the limit specified by this field are

treated as error by the remapping hardware.
This field is valid only when PASID field is reported as Set.
Extended Accessed Flag Support (EAFS):

oh e 0 = Hardware does not support the extended-accessed (EA) bit in first-level

34 RO/V paging-structure entries.
e 1 = Hardware supports the extended accessed (EA) bit in first-level paging-
structure entries.

This field is valid only when PASID field is reported as Set.
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Bit Default & . B I
Range Access Field Name (ID): Description
No Write Flag Support (NWFS):
33 Oh e 0 = Hardware ignores the No Write (NW) flag in Device-TLB translationrequests,
RO/V and behaves as if NW is always 0.
e 1 = Hardware supports the No Write (NW) flag in Device-TLB translationrequests.
This field is valid only when Device-TLB support (DT) field is reported as Set.
Oh
32 RO Reserved
Supervisor Request Support (SRS):
Oh
31 RO/V e 0 = H/W does not support requests-with-PASID seeking supervisor privilege.
e 1 = H/W supports requests-with-PASID seeking supervisor privilege.
The field is valid only when PASID field is reported as Set.
Execute Request Support (ERS):
Oh : ) .
30 RO/V e 0 = H/W does not support requests-with-PASID seeking execute permission.
e 1 = H/W supports requests-with-PASID seeking execute permission.
This field is valid only when PASID field is reported as Set.
Page Request Support (PRS):
Oh
29 RO/V e 0 = Hardware does not support Page Requests.
e 1 = Hardware supports Page Requests
This field is valid only when Device-TLB (DT) field is reported as Set.
28 Oh ECAP Ignore (IGN):
RO/V Ignore this field
Deferred Invalidate Support (DIS):
Oh
27 RO/V e 0 = Hardware does not support deferred invalidations of IOTLB and Device-TLB.
e 1 = Hardware supports deferred invalidations of IOTLB and Device-TLB.
This field is valid only when PASID field is reported as Set.
Nested Translation Support (NEST):
Oh .
26 RO/V e 0 = Hardware does not support nested translations.
e 1 = Hardware supports nested translations.
This field is valid only when PASID field is reported as Set.
Memory Type Support (MTS):
e 0 = Hardware does not support Memory Type in first-level translation and
oh Extended Memory type in second-level translation.
25 RO/V e 1 = Hardware supports Memory Type in first-level translation and Extended
Memory type in second-level translation.
This field is valid only when PASID and ECS fields are reported as Set.
Remapping hardware units with, one or more devices that operate in processor
coherency domain, under its scope must report this field as Set.
Extended Context Support (ECS):
24 Oh e 0 = Hardware does not support extended-root-entries and extended-context-
RO/V entries.
e 1 = Hardware supports extended-root-entries and extended-context-entries.
Implementations reporting PASID or PRS fields as Set, must report this field as Set.
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RaBI:tge Dﬁf:?:lélsts& Field Name (ID): Description
Maximum Handle Mask Value (MHMV):
Fh The value in this field indicates the maximum supported value for the Handle Mask
23:20 ROV (HM) field in the interrupt entry cache invalidation descriptor (iec_inv_dsc).
This field is valid only when the IR field in Extended Capability register is reported as
Set.
h
19:18 go Reserved
IOTLB Register Offset (IRO):
050h This field specifies the offset to the IOTLB registers relative to the register base
17:8 ROV address of this remapping hardware unit.
If the register base address is X, and the value reported in this field is Y, the address
for the first IOTLB invalidation register is calculated as X+(16*Y).
Snoop Control (SC):
- 1h
RO/V e 0 = Hardware does not support 1-setting of the SNP field in the page-table entries.
e 1 = Hardware supports the 1-setting of the SNP field in the page-table entries.
Pass Through (PT):
e 0 = Hardware does not support pass-through translation type in context entries
1h and extended-context-entries.
6 RO/V e 1 = Hardware supports pass-through translation type in context entries and
extended-context-entries.
Pass-through translation is specified through Translation-Type (T) field value of 10b in
context-entries, or T field value of 010b in extended-context-entries.
Hardware implementations supporting PASID must report a value of 1b in this field.
Oh
5 RO Reserved
Extended Interrupt Mode (EIM):
4 1h e 0 = On Intel64 platforms, hardware supports only 8-bit APIC-IDs (xAPIC mode).
RO/V e 1 = On Intel64 platforms, hardware supports 32-bit APIC-IDs (x2APIC mode).
This field is valid only on Intel64 platforms reporting Interrupt Remapping support
(IR field Set).
Interrupt Remapping support (IR):
3 1h e 0 = Hardware does not support interrupt remapping.
RO/V e 1 = Hardware supports interrupt remapping.
Implementations reporting this field as Set must also support Queued Invalidation
(QD).
Device-TLB Support (DT):
e 0 = Hardware does not support device-IOTLBs.
2 Oh e 1 = Hardware supports Device-IOTLBs.
RO/V Implementations reporting this field as Set must also support Queued Invalidation
(QD.
Hardware implementations supporting I/O Page Requests (PRS field Set in Extended
Capability register) must report a value of 1b in this field.
Queued Invalidation Support (QI):
1 1h
RO/V = Hardware does not support queued invalidations.

.
= O
|

Hardware supports queued invalidations.
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Bit Default &

Range Access Field Name (ID): Description

Page-Walk Coherency (C):

This field indicates if hardware access to the root, context, extended-context and
interrupt-remap tables, and second-level paging structures for requests-without-
PASID, are coherent (snooped) or not.

Oh
RO/V e 0 = Indicates hardware accesses to remapping structures are non-coherent.
e 1 = Indicates hardware accesses to remapping structures are coherent.

Hardware access to advanced fault log, invalidation queue, invalidation semaphore,
page-request queue, PASID-table, PASID-state table, and first-level page-tables are
always coherent.

3.8.5 Global Command Register (GCMD_REG_0_0_0_VTDBAR)
— Offset 18h

Register to control remapping hardware. If multiple control fields in this register need
to be modified, software must serialize the modifications through multiple writes to this
register

Register to control r mapping hardware. If multiple control fields in this register need to
be modified, software must serialize the modifications through multiple writes to this
register

e 1. Tmp = Read GSTS_REG

e 2. Status = (Tmp & 96FFFFFFh) // Reset the one-shot bits
e 3. Command = (Status | (Y << X))

e 4, Write Command to GCMD_REG

e 5. Wait until GSTS_REGI[X] indicates command is serviced.
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Type

Size

Offset Default

MMIO

32 bit

VTDPVCOBAR + 18h 00000000h

Register Level Access:

BIOS Access

SMM Access OS Access

RW

RW RW

Bit
Range

Default &
Access

Field Name (ID): Description

31

Oh
WO

Translation Enable (TE):
Software writes to this field to request hardware to enable/disable DMA-remapping:

e 0 = Disable DMA remapping.
e 1 = Enable DMA remapping.

Hardware reports the status of the translation enable operation through the TES field
in the Global Status register.

There may be active DMA requests in the platform when software updates this field.
Hardware must enable or disable remapping logic only at deterministic transaction
boundaries, so that any in-flight transaction is either subject to remapping or not at
all.

Hardware implementations supporting DMA draining must drain any in-flight DMA
read/write requests queued within the Root-Complex before completing the
translation enable command and reflecting the status of the command through the
TES field in the Global Status register.

The value returned on a read of this field is undefined.

30

Oh
WO

Set Root Table Pointer (SRTP):

Software sets this field to set/update the root-entry table pointer used by hardware.
The root-entry table pointer is specified through the Root-entry Table Address
(RTA_REG) register.

Hardware reports the status of the Set Root Table Pointer operation through the RTPS
field in the Global Status register.

The Set Root Table Pointer operation must be performed before enabling or re-
enabling (after disabling) DMA remapping through the TE field.

.After a Set Root Table Pointer operation, software must globally invalidate the
context cache and then globally invalidate of IOTLB. This is required to ensure
hardware uses only the remapping structures referenced by the new root table
pointer, and not stale cached entries.

While DMA remapping hardware is active, software may update the root table pointer
through this field. However, to ensure valid in-flight DMA requests are
deterministically remapped, software must ensure that the structures referenced by
the new root table pointer are programmed to provide the same remapping results as
the structures referenced by the previous root-table pointer.

Clearing this bit has no effect. The value returned on read of this field is undefined.

29

Oh
RO

Set Fault Log (SFL):

This field is valid only for implementations supporting advanced fault logging.
Software sets this field to request hardware to set/update the fault-log pointer used
by hardware. The fault-log pointer is specified through Advanced Fault Log register.
Hardware reports the status of the Set Fault Log operation through the FLS field in
the Global Status register.

The fault log pointer must be set before enabling advanced fault logging (through
EAFL field). Once advanced fault logging is enabled, the fault log pointer may be
updated through this field while DMA remapping is active.

Clearing this bit has no effect. The value returned on read of this field is undefined.
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Bit
Range

Default &
Access

Field Name (ID): Description

28

Oh
RO

Enable Advanced Fault Logging (EAFL):
This field is valid only for implementations supporting advanced fault logging.

Software writes to this field to request hardware to enable or disable advanced fault
logging:

e 0 = Disable advanced fault logging. In this case, translation faults are reported
through the Fault Recording registers.

e 1 = Enable use of memory-resident fault log. When enabled, translation faults are
recorded in the memory-resident log. The fault log pointer must be set in
hardware (through the SFL field) before enabling advanced fault logging.
Hardware reports the status of the advanced fault logging enable operation
through the AFLS field in the Global Status register.

The value returned on read of this field is undefined.

27

Oh
RO

Write Buffer Flush (WBF):

This bit is valid only for implementations requiring write buffer flushing.

Software sets this field to request that hardware flush the Root-Complex internal
write buffers. This is done to ensure any updates to the memory-resident remapping
structures are not held in any internal write posting buffers.

Hardware reports the status of the write buffer flushing operation through the WBFS
field in the Global Status register.

Clearing this bit has no effect. The value returned on a read of this field is undefined.

26

Oh
WO

Queued Invalidation Enable (QIE):
This field is valid only for implementations supporting queued invalidations.
Software writes to this field to enable or disable queued invalidations.

e 0 = Disable queued invalidations.
e 1 = Enable use of queued invalidations.

Hardware reports the status of queued invalidation enable operation through QIES
field in the Global Status register.

The value returned on a read of this field is undefined.

25

Oh
WO

Interrupt Remapping Enable (IRE):
This field is valid only for implementations supporting interrupt remapping.

e 0 = Disable interrupt-remapping hardware.

e 1 = Enable interrupt-remapping hardware.

Hardware reports the status of the interrupt remapping enable operation through the
IRES field in the Global Status register.

There may be active interrupt requests in the platform when software updates this
field. Hardware must enable or disable interrupt-remapping logic only at
deterministic transaction boundaries, so that any in-flight interrupts are either
subject to remapping or not at all.

Hardware implementations must drain any in-flight interrupts requests queued in the
Root-Complex before completing the interrupt-remapping enable command and
reflecting the status of the command through the IRES field in the Global Status
register.

The value returned on a read of this field is undefined.
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Bit
Range

Default &
Access

Field Name (ID): Description

24

Oh
WO

Set Interrupt Remap Table Pointer (SIRTP):
This field is valid only for implementations supporting interrupt-remapping.

Software sets this field to set/update the interrupt remapping table pointer used by
hardware. The interrupt remapping table pointer is specified through the Interrupt
Remapping Table Address (IRTA_REG) register.

Hardware reports the status of the Set Interrupt Remap Table Pointer operation
through the IRTPS field in the Global Status register.

The Set Interrupt Remap Table Pointer operation must be performed before enabling
or re-enabling (after disabling) interrupt-remapping hardware through the IRE field.

After a Set Interrupt Remap Table Pointer operation, software must globally
invalidate the interrupt entry cache. This is required to ensure hardware uses only
the interrupt-remapping entries referenced by the new interrupt remap table pointer,
and not any stale cached entries.

While interrupt remapping is active, software may update the interrupt remapping
table pointer through this field. However, to ensure valid in-flight interrupt requests
are deterministically remapped, software must ensure that the structures referenced
by the new interrupt remap table pointer are programmed to provide the same
remapping results as the structures referenced by the previous interrupt remap table
pointer.

Clearing this bit has no effect. The value returned on a read of this field is undefined.

23

Oh
WO

Compatibility Format Interrupt (CFI):
This field is valid only for Intel64 implementations supporting interrupt-remapping.

Software writes to this field to enable or disable Compatibility Format interrupts on
Intel64 platforms. The value in this field is effective only when interrupt-remapping is
enabled and Extended Interrupt Mode (x2APIC mode) is not enabled.

e 0 = Block Compatibility format interrupts.

e 1 = Process Compatibility format interrupts as pass-through (bypass interrupt
remapping).

Hardware reports the status of updating this field through the CFIS field in the Global

Status register.

The value returned on a read of this field is undefined.

Oh
RO

Reserved

3.8.6 Global Status Register (GSTS_REG_0_0_O_VTDBAR) —
Offset 1Ch

Register to report general remapping hardware status.
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Type Size Offset Default
MMIO 32 bit VTDPVCOBAR + 1Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Translation Enable Status (TES):
oh This field indicates the status of DMA-remapping hardware.
31 T ropv
e 0 = DMA-remapping hardware is not enabled.
e 1 = DMA-remapping hardware is enabled
Root Table Pointer Status (RTPS):
This field indicates the status of the root- table pointer in hardware.
30 Oh This field is cleared by hardware when software sets the SRTP field in the Global
RO/V Command register. This field is set by hardware when hardware completes the Set
Root Table Pointer operation using the value provided in the Root-Entry Table Address
register.
Fault Log Status (FLS):
This field:
29 Oh
RO ¢ Is cleared by hardware when software Sets the SFL field in the Global Command
register.
e Is Set by hardware when hardware completes the Set Fault Log Pointer operation
using the value provided in the Advanced Fault Log register.
Advanced Fault Logging Status (AFLS):
This field is valid only for implementations supporting advanced fault logging. It
Oh indicates the advanced fault logging status:
28
RO
e 0 = Advanced Fault Logging is not enabled.
e 1 = Advanced Fault Logging is enabled.
Write Buffer Flush Status (WBFS):
This field is valid only for implementations requiring write buffer flushing. This field
indicates the status of the write buffer flush command. It is:
27 oh
RO e Set by hardware when software sets the WBF field in the Global Command
register.
e Cleared by hardware when hardware completes the write buffer flushing
operation.
Queued Invalidation Enable Status (QIES):
oh This field indicates queued invalidation enable status.
2 RO/V ) e
e 0 = queued invalidation is not enabled.
e 1 = queued invalidation is enabled
Interrupt Remapping Enable Status (IRES):
oh This field indicates the status of Interrupt-remapping hardware.
25
RO/V ) )
e 0 = Interrupt-remapping hardware is not enabled.
e 1 = Interrupt-remapping hardware is enabled
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Bit Default & . . N
Range Access Field Name (ID): Description
Interrupt Remapping Pointer Status (IRTPS):
This field indicates the status of the interrupt remapping table pointer in hardware.
24 Oh This field is cleared by hardware when software sets the SIRTP field in the Global
RO/V Command register. This field is Set by hardware when hardware completes the set
interrupt remap table pointer operation using the value provided in the Interrupt
Remapping Table Address register.
Compatibility Format Interrupt Status (CFIS):
This field indicates the status of Compatibility format interrupts on Intel64
implementations supporting interrupt-remapping. The value reported in this field is
applicable only when interrupt-remapping is enabled and Extended Interrupt Mode
23 Oh (x2APIC mode) is not enabled.
RO/V
e 0 = Compatibility format interrupts are blocked.
e 1 = Compatibility format interrupts are processed as pass-through (bypassing
interrupt remapping).
Oh
22:0 RO Reserved

3.8.7 Root Table Address Register
(RTADDR_REG_0_0_O_VTDBAR) — Offset 20h

Register providing the base address of root-entry table.

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 20h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) .
Range Access Field Name (ID): Description
Oh
63:52 RO Reserved
Root Table Address (RTA):
This register points to base of page aligned, 4KB-sized root-entry table in system
00000000 | memory. Hardware ignores and not implements bits 63:HAW, where HAW is the host
51:12 00h address width.
RW Software specifies the base address of the root-entry table through this register, and
programs it in hardware through the SRTP field in the Global Command register.
Reads of this register returns value that was last programmed to it.
Root Table Type (RTT):
This field specifies the type of root-table referenced by the Root Table Address (RTA)
oh field:
11
RW/V
e 0 = Root Table.
e 1 = Extended Root Table
Oh
10:0 RO Reserved
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3.8.8 Context Command Register (CCMD_REG_0_0_0_VTDBAR)
— Offset 28h

Register to manage context cache. The act of writing the uppermost byte of the
CCMD_REG with the ICC field Set causes the hardware to perform the context-cache

invalidation.
Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 28h 0800000000000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default &

Range Access Field Name (ID): Description

Invalidate Context Cache (ICC):

Software requests invalidation of context-cache by setting this field. Software must
also set the requested invalidation granularity by programming the CIRG field.
Software must read back and check the ICC field is Clear to confirm the invalidation is
complete. Software must not update this register when this field is set.

Hardware clears the ICC field to indicate the invalidation request is complete.
Hardware also indicates the granularity at which the invalidation operation was

Oh performed through the CAIG field.

RW/V Software must submit a context-cache invalidation request through this field only
when there are no invalidation requests pending at this remapping hardware unit.
Since information from the context-cache may be used by hardware to tag IOTLB
entries, software must perform domain-selective (or global) invalidation of IOTLB
after the context cache invalidation has completed.

Hardware implementations reporting write-buffer flushing requirement (RWBF=1 in
Capability register) must implicitly perform a write buffer flush before invalidating the
context cache.

63

Context Invalidation Request Granularity (CIRG):

Software provides the requested invalidation granularity through this field when
setting the ICC field:

e 00: Reserved.
e 01: Global Invalidation request.

oOh e 10: Domain-selective invalidation request. The target domain-id must be specified
62:61 in the DID field.

RW

e 11: Device-selective invalidation request. The target source-id(s) must be
specified through the SID and FM fields, and the domain-id (that was programmed
in the context-entry for these device(s)) must be provided in the DID field.

Hardware implementations may process an invalidation request by performing
invalidation at a coarser granularity than requested. Hardware indicates completion
of the invalidation request by clearing the ICC field. At this time, hardware also
indicates the granularity at which the actual invalidation was performed through the
CAIG field.
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Bit Default & . . s
Range Access Field Name (ID): Description

Context Actual Invalidation Granularity (CAIG):

Hardware reports the granularity at which an invalidation request was processed

through the CAIG field at the time of reporting invalidation completion (by clearing

the ICC field).

The following are the encodings for this field:

60:59 1h e 00: Reserved.
: RO/V e 01: Global Invalidation performed. This could be in response to a global, domain-
selective or device-selective invalidation request.

e 10: Domain-selective invalidation performed using the domain-id specified by
software in the DID field. This could be in response to a domain-selective or
device-selective invalidation request.

e 11: Device-selective invalidation performed using the source-id and domain-id
specified by software in the SID and FM fields. This can only be in response to a
device-selective invalidation request.

Oh
58:34 RO Reserved

Function Mask (FM):

Software may use the Function Mask to perform device-selective invalidations on

behalf of devices supporting PCI Express Phantom Functions...This field specifies

which bits of the function number portion (least significant three bits) of the SID field
to mask when performing device-selective invalidations. The following encodings are
defined for this field:
33:32 Oh
wo « 00: No bits in the SID field masked.

e 01: Mask most significant bit of function number in the SID field.

e 10: Mask two most significant bit of function number in the SID field.

e 11: Mask all three bits of function number in the SID field.

The context-entries corresponding to all the source-ids specified through the FM and

SID fields must have to the domain-id specified in the DID field.

Source ID (SID):

31:16 0000h Indicates the source-id of the device whose corresponding context-entry needs to be
' WO selectively invalidated. This field along with the FM field must be programmed by
software for device-selective invalidation requests.

Domain ID (DID):

Indicates the id of the domain whose context-entries need to be selectively

invalidated. This field must be programmed by software for both domain-selective

15:0 0000h and device-selective invalidation requests.
RW The Capability register reports the domain-id width supported by hardware. Software

must ensure that the value written to this field is within this limit. Hardware may
ignore and not implement bits15:N, where N is the supported domain-id width
reported in the Capability register.

Fault Status Register (FSTS_REG_0_0_O_VTDBAR) —
Offset 34h

Register indicating the various error status.
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Type Size Offset Default

MMIO 32 bit VTDPVCOBAR + 34h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:16 RO Reserved
Fault Record Index (FRI):
00h This field is valid only when the PPF field is Set.
15:8 RO/V The FRI field indicates the index (from base) of the fault recording register to which
the first pending fault was recorded when the PPF field was Set by hardware.
The value read from this field is undefined when the PPF field is clear.
Oh Page Request Overflow (PRO):
7 RW/1C/V/ | Hardware detected a Page Request Overflow error. Hardware implementations not
P supporting the Page Request Queue implement this bit as RsvdZ.
Invalidation Time-out Error (ITE):
oOh Hardware detected a Device-IOTLB invalidation completion time-out. At this time, a
fault event may be generated based on the programming of the Fault Event Control
6 RW/1C/V/ register.
P
Hardware implementations not supporting device Device-IOTLBs implement this bit
as RsvdZ.
Invalidation Completion Error (ICE):
Hardware received an unexpected or invalid Device-IOTLB invalidation completion.
Oh This could be due to either an invalid ITag or invalid source-id in an invalidation
5 RW/1C/V/ completion response. At this time, a fault event may be generated based on the
P programming of hte Fault Event Control register.
Hardware implementations not supporting Device-IOTLBs implement this bit as
RsvdZ.

Invalidation Queue Error (IQE):

Hardware detected an error associated with the invalidation queue. This could be due
oOh to either a hardware error while fetching a descriptor from the invalidation queue, or
4 RW/1C/V/ hardware detecting an erroneous or invalid descriptor in the invalidation queue. At
this time, a fault event may be generated based on the programming of the Fault
P Event Control register.
Hardware implementations not supporting queued invalidations implement this bit as
RsvdZ.

Advanced Pending Fault (APF):

When this field is Clear, hardware sets this field when the first fault record (at index

3 Oh 0) is written to a fault log. At this time, a fault event is generated based on the
RO/V programming of the Fault Event Control register.

Software writing 1 to this field clears it. Hardware implementations not supporting

advanced fault logging implement this bit as RsvdZ.

Advanced Fault Overflow (AFO):

Hardware sets this field to indicate advanced fault log overflow condition. At this

oh time, a fault event is generated based on the programming of the Fault Event Control
2 register.

RO/V Software writing 1 to this field clears it.

Hardware implementations not supporting advanced fault logging implement this bit
as RsvdZ.
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Bit Default & . . .
Range Access Field Name (ID): Description

Primary Pending Fault (PPF):

This field indicates if there are one or more pending faults logged in the fault

recording registers. Hardware computes this field as the logical OR of Fault (F) fields

across all the fault recording registers of this remapping hardware unit.
1 Oh
RO/V/P e 0 = No pending faults in any of the fault recording registers.

e 1 = One or more fault recording registers has pending faults. The FRI field is
updated by hardware whenever the PPF field is set by hardware. Also, depending
on the programming of Fault Event Control register, a fault event is generated
when hardware sets this field.

oh Primary Fault Overflow (PFO):
0 RW/1C/V/ Hardware sets this field to indicate overflow of fault recording registers. Software
P writing 1 clears this field. When this field is Set, hardware does not record any new

faults until software clears this field.

Fault Event Control Register
(FECTL_REG_O0_O0_O_VTDBAR) — Offset 38h

Register specifying the fault event interrupt message control bits.

Type Size Offset Default
MMIO 32 bit VTDPVCOBAR + 38h 80000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) T
Range Access Field Name (ID): Description
Interrupt Mask (IM):
h e 0 = No masking of interrupt. When an interrupt condition is detected, hardware
31 1 issues an interrupt message (using the Fault Event Data and Fault Event Address
RW register values).

e 1 = This is the value on reset. Software may mask interrupt message generation
by setting this field. Hardware is prohibited from sending the interrupt message
when this field is set.
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Bit Default & . . R
Range Access Field Name (ID): Description

Interrupt Pending (IP):

Hardware sets the IP field whenever it detects an interrupt condition, which is defined

as:

e When primary fault logging is active, an interrupt condition occurs when hardware
records a fault through one of the Fault Recording registers and sets the PPF field
in Fault Status register.

e When advanced fault logging is active, an interrupt condition occurs when
hardware records a fault in the first fault record (at index 0) of the current fault
log and sets the APF field in the Fault Status register.

e Hardware detected error associated with the Invalidation Queue, setting the IQE
field in the Fault Status register.

e Hardware detected invalid Device-IOTLB invalidation completion, setting the ICE
field in the Fault Status register.

e Hardware detected Device-1OTLB invalidation completion time-out, setting the ITE
field in the Fault Status register.

30 Oh If any of the status fields in the Fault Status register was already Set at the time of
RO/V setting any of these fields, it is not treated as a new interrupt condition.

The IP field is kept set by hardware while the interrupt message is held pending. The

interrupt message could be held pending due to interrupt mask (IM field) being Set

or other transient hardware conditions.

The IP field is cleared by hardware as soon as the interrupt message pending

condition is serviced. This could be due to either:

e Hardware issuing the interrupt message due to either change in the transient
hardware condition that caused interrupt message to be held pending, or due to
software clearing the IM field.

e Software servicing all the pending interrupt status fields in the Fault Status
register as follows:

- When primary fault logging is active, software clearing the Fault (F) field in all
the Fault Recording registers with faults, causing the PPF field in Fault Status
register to be evaluated as clear.

- Software clearing other status fields in the Fault Status register by writing back
the value read from the respective fields.

Oh
29:0 RO Reserved

3.8.11 Fault Event Data Register (FEDATA_REG_0_0_O_VTDBAR)
— Offset 3Ch

Register specifying the interrupt message data
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Type Size Offset Default
MMIO 32 bit VTDPVCOBAR + 3Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Extended Interrupt Message Data (EIMD):
31:16 0000h This field is valid only for implementations supporting 32-bit interrupt data fields.
' RW Hardware implementations supporting only 16-bit interrupt data may treat this field
as RsvdZ.
15:0 0000h Interrupt Message Data (IMD):
' RW Data value in the interrupt request.

3.8.12 Fault Event Address Register
(FEADDR_REG_0_0_0O_VTDBAR) — Offset 40h

Register specifying the interrupt message address.

Type Size Offset Default
MMIO 32 bit VTDPVCOBAR + 40h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . I
Range Access Field Name (ID): Description
00000000 | Message Address (MA):
31:2 h When fault events are enabled, the contents of this register specify the DWORD-
RW aligned address (bits 31:2) for the interrupt request.
Oh
1:0 RO Reserved

3.8.13 Fault Event Upper Address Register
(FEUADDR_REG_0_0_O_VTDBAR) — Offset 44h

Register specifying the interrupt message upper address.

276
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Type Size Offset Default
MMIO 32 bit VTDPVCOBAR + 44h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Message Upper Address (MUA):
00000000 | Hardware implementations supporting Extended Interrupt Mode are required to
31:0 h implement this register.
RW Hardware implementations not supporting Extended Interrupt Mode may treat this
field as RsvdZ.

3.8.14

Advanced Fault Log Register

(AFLOG_REG_0_0_0_VTDBAR) — Offset 58h

Register to specify the base address of the memory-resident fault-log region. This
register is treated as RsvdZ for implementations not supporting advanced translation
fault logging (AFL field reported as 0 in the Capability register).

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 58h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
Fault Log Address (FLA):
This field specifies the base of 4KB aligned fault-log region in system memory.
00000000 | Hardware ignores and does not implement bits 63:HAW, where HAW is the host
63:12 00000h address width.

' RO Software specifies the base address and size of the fault log region through this
register, and programs it in hardware through the SFL field in the Global Command
register. When implemented, reads of this field return the value that was last
programmed to it.

Fault Log Size (FLS):
oh This field specifies the size of the fault log region pointed by the FLA field. The size of
11:9 RO the fault log region is 2X * 4KB, where X is the value programmed in this register.
When implemented, reads of this field return the value that was last programmed to
it.
Oh
8:0 RO Reserved
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Protected Memory Enable Register
(PMEN_REG_0_0_O0_VTDBAR) — Offset 64h

Register to enable the DMA-protected memory regions setup through the
PLMBASE,..PLMLIMT, PHMBASE, PHMLIMIT registers. This register is always treated as
RO for implementations not supporting protected memory regions (PLMR and PHMR
fields reported as Clear in the Capability register).

Protected memory regions may be used by software to securely initialize remapping
structures in memory. To avoid impact to legacy BIOS usage of memory, software is
recommended to not overlap protected memory regions with any reserved memory
regions of the platform reported through the Reserved Memory Region Reporting
(RMRR) structures.

Type Size Offset Default

MMIO 32 bit VTDPVCOBAR + 64h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default &

Range Access Field Name (ID): Description

Enable Protected Memory (EPM):

This field controls DMA accesses to the protected low-memory and protected high-
memory regions.

e 0 = Protected memory regions are disabled.

e 1 = Protected memory regions are enabled.DMA requests accessing protected
memory regions are handled as follows:

- When DMA remapping is not enabled, all DMA requests accessing protected
memory regions are blocked.

- When DMA remapping is enabled:

e DMA requests processed as pass-through (Translation Type value of 10b in
Context-Entry) and accessing the protected memory regions are blocked.

e DMA requests with translated address (AT=10b) and accessing the protected

Oh memory regions are blocked.

RW * DMA requests that are subject to address remapping, and accessing the
protected memory regions may or may not be blocked by hardware. For such
requests, software must not depend on hardware protection of the protected
memory regions, and instead program the DMA-remapping page-tables to
not allow DMA to protected memory regions.

Remapping hardware access to the remapping structures are not subject to protected

memory region checks.

DMA requests blocked due to protected memory region violation are not recorded or

reported as remapping faults.

Hardware reports the status of the protected memory enable/disable operation

through the PRS field in this register.Hardware implementations supporting DMA

draining must drain any in-flight translated DMA requests queued within the Root-

Complex before indicating the protected memory region as enabled through the PRS

field.

After writing to this field software must wait for the operation to be completed and

reflected in the PRS status field (bit 0) before changing the value of this field again.

31

Oh
30:1 RO Reserved
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Bit Default & . . P
Range Access Field Name (ID): Description
Protected Region Status (PRS):
oh This field indicates the status of protected memory region(s):
0 RO/V ) .
e 0 = Protected memory region(s) disabled.
e 1 = Protected memory region(s) enabled.

Protected Low Memory Base Register
(PLMBASE_REG_0_0_O_VTDBAR) — Offset 68h

Register to set up the base address of DMA-protected low-memory region below 4GB.
This register must be set up before enabling protected memory through PMEN_REG,
and must not be updated when protected memory regions are enabled.

This register is always treated as RO for implementations not supporting protected low
memory region (PLMR field reported as Clear in the Capability register).

The alignment of the protected low memory region base depends on the number of
reserved bits (N:0) of this register. Software may determine N by writing all 1s to this
register, and finding the most significant zero bit position with 0 in the value read back
from the register. Bits N:0 of this register is decoded by hardware as all 0s...Software
must setup the protected low memory region below 4GB.

Software must not modify this register when protected memory regions are enabled
(PRS field Set in PMEN_REG).

Type Size Offset Default

MMIO 32 bit VTDPVCOBAR + 68h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default & . . P
Range Access Field Name (ID): Description
31:20 000h Protected Low-Memory Base (PLMB):
' RW This register specifies the base of protected low-memory region in system memory.
Oh
19:0 RO Reserved

Protected Low-Memory Limit Register
(PLMLIMIT_REG_0_O0_O_VTDBAR) — Offset 6Ch

Register to set up the limit address of DMA-protected low-memory region below 4GB.
This register must be set up before enabling protected memory through PMEN_REG,
and must not be updated when protected memory regions are enabled

This register is always treated as RO for implementations not supporting protected low
memory region (PLMR field reported as Clear in the Capability register)
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The alignment of the protected low memory region limit depends on the number of
reserved bits (N:0) of this register. Software may determine N by writing all 1s to this
register, and finding most significant zero bit position with 0 in the value read back from
the register. Bits N:0 of the limit register is decoded by hardware as all 1s

The Protected low-memory base and limit registers functions as follows:

e Programming the protected low-memory base and limit registers with the same
value in bits 31: (N+1) specifies a protected low-memory region of size 2(N+1)
bytes

e Programming the protected low-memory limit register with a value less than the
protected low-memory base register disables the protected low-memory region

Software must not modify this register when protected memory regions are enabled
(PRS field Set in PMEN_REG).

Type Size Offset Default

MMIO 32 bit VTDPVCOBAR + 6Ch 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . -
Range Access Field Name (ID): Description

000h Protected Low-Memory Limit (PLML):
31:20 This register specifies the last host physical address of the DMA-protected low-

RW memory region in system memory.
Oh
19:0 RO Reserved

Protected High-Memory Base Register
(PHMBASE_REG_0_0_O0_VTDBAR) — Offset 70h

Register to set up the base address of DMA-protected high-memory region. This
register must be set up before enabling protected memory through PMEN_REG, and
must not be updated when protected memory regions are enabled

This register is always treated as RO for implementations not supporting protected high
memory region (PHMR field reported as Clear in the Capability register)

The alignment of the protected high memory region base depends on the number of
reserved bits (N:0) of this register. Software may determine N by writing all 1s to this
register, and finding most significant zero bit position below host address width (HAW)
in the value read back from the register. Bits N:0 of this register are decoded by
hardware as all Os

Software may setup the protected high memory region either above or below 4GB

Software must not modify this register when protected memory regions are enabled
(PRS field Set in PMEN_REG).
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Type Size Offset Default

MMIO 64 bit VTDPVCOBAR + 70h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved

Protected High-Memory Base (PHMB):
000000h This register specifies the base of protected (high) memory region in system memory

41:20
RW Hardware ignores, and does not implement, bits 63:HAW, where HAW is the host
address width.
Oh
19:0 RO Reserved

Protected High-Memory Limit Register
(PHMLIMIT_REG_O0_0_O0_VTDBAR) — Offset 78h

Register to set up the limit address of DMA-protected high-memory region. This
register must be set up before enabling protected memory through PMEN_REG, and
must not be updated when protected memory regions are enabled

This register is always treated as RO for implementations not supporting protected high
memory region (PHMR field reported as Clear in the Capability register)

The alignment of the protected high memory region limit depends on the number of
reserved bits (N:0) of this register. Software may determine the value of N by writing
all 1s to this register, and finding most significant zero bit position below host address
width (HAW) in the value read back from the register. Bits N:0 of the limit register is
decoded by hardware as all 1s

The protected high-memory base & limit registers functions as follows

e Programming the protected low-memory base and limit registers with the same
value in bits HAW:(N+1) specifies a protected low-memory region of size 2(N+1)
bytes

e Programming the protected high-memory limit register with a value less than the
protected high-memory base register disables the protected high-memory region

Software must not modify this register when protected memory regions are enabled
(PRS field Set in PMEN_REG).
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Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 78h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
63:42 RO Reserved
Protected High-Memory Limit (PHML):
000000h This register specifies the last host physical address of the DMA-protected high-
41:20 RW memory region in system memory
Hardware ignores and does not implement bits 63:HAW, where HAW is the host
address width.
Oh
19:0 RO Reserved

Invalidation Queue Head Register
(IQH_REG_0_0_O_VTDBAR) — Offset 80h

Register indicating the invalidation queue head. This register is treated as RsvdZ by
implementations reporting Queued Invalidation (QI) as not supported in the Extended

Capability register.

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 80h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
63:19 RO Reserved
Queue Head (QH):
0000h Specifies the offset (128-bit aligned) to the invalidation queue for the command that
18:4 ROV will be fetched next by hardware
Hardware resets this field to 0 whenever the queued invalidation is disabled (QIES
field Clear in the Global Status register).
Oh
3:0 RO Reserved
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3.8.21 Invalidation Queue Tail Register
(IQT_REG_0_0_O_VTDBAR) — Offset 88h

Register indicating the invalidation tail head. This register is treated as RsvdZ by
implementations reporting Queued Invalidation (QI) as not supported in the Extended
Capability register.

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 88h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:19 RO Reserved
0000h Queue Tail (QT):
18:4 RW Specifies the offset (128-bit aligned) to the invalidation queue for the command that
will be written next by software.
Oh
3:0 RO Reserved

3.8.22 Invalidation Queue Address Register
(IQA_REG_O0_O0_O_VTDBAR) — Offset 90h

Register to configure the base address and size of the invalidation queue. This register
is treated as RsvdZ by implementations reporting Queued Invalidation (QI) as not
supported in the Extended Capability register.

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 90h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . R
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 Invalidation Queue Base Address (IQA):
45:12 oh This field points to the base of 4KB aligned invalidation request queue. Hardware
) RW ignores and does not implement bits 63:HAW, where HAW is the host address width
Reads of this field return the value that was last programmed to it.
Oh
11:3 RO Reserved
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Bit Default & . . A
Range Access Field Name (ID): Description
Queue Size (QS):
2:0 Oh This field specifies the size of the invalidation request queue. A value of X in this field
' RW indicates an invalidation request queue of (2~X) 4KB pages. The number of entries in
the invalidation queue is 2~ (X + 8).

Invalidation Completion Status Register
(ICS_REG_O0_0_O0_VTDBAR) — Offset 9Ch

Register to report completion status of invalidation wait descriptor with Interrupt Flag
(IF) Set

This register is treated as RsvdZ by implementations reporting Queued Invalidation
(QI) as not supported in the Extended Capability register.

Type Size Offset Default

MMIO 32 bit VTDPVCOBAR + 9Ch 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
31:1 RO Reserved
oh Invalidation Wait Descriptor Complete (IWC):
0 RW/1C/V/ Indicates completion of Invalidation Wait Descriptor with Interrupt Flag (IF) field Set.
p Hardware implementations not supporting queued invalidations implement this field
as RsvdZ.

Invalidation Event Control Register
(IECTL_REG_O0_O0_O_VTDBAR) — Offset AOh

Register specifying the invalidation event interrupt control bits

This register is treated as RsvdZ by implementations reporting Queued Invalidation
(QI) as not supported in the Extended Capability register.
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Type Size Offset Default

MMIO 32 bit VTDPVCOBAR + AOh 80000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default &

Range Access Field Name (ID): Description

Interrupt Mask (IM):

e 0= No masking of interrupt. When a invalidation event condition is detected,
31 1h hardware issues an interrupt message (using the Invalidation Event Data &
RW Invalidation Event Address register values)
e 1= This is the value on reset. Software may mask interrupt message generation
by setting this field. Hardware is prohibited from sending the interrupt message
when this field is Set.

Interrupt Pending (IP):

Hardware sets the IP field whenever it detects an interrupt condition. Interrupt
condition is defined as:

e An Invalidation Wait Descriptor with Interrupt Flag (IF) field Set completed, setting
the IWC field in the Invalidation Completion Status register

e If the IWC field in the Invalidation Completion Status register was already Set at

the time of setting this field, it is not treated as a new interrupt condition

30 Oh The IP field is kept Set by hardware while the interrupt message is held pending. The

RO/V interrupt message could be held pending due to interrupt mask (IM field) being Set,

or due to other transient hardware conditions. The IP field is cleared by hardware as

soon as the interrupt message pending condition is serviced. This could be due to

either:

e 0= Hardware issuing the interrupt message due to either change in the transient
hardware condition that caused interrupt message to be held pending or due to
software clearing the IM field

e 1= Software servicing the IWC field in the Invalidation Completion Status register.

Oh
29:0 RO Reserved

3.8.25 Invalidation Event Data Register
(IEDATA_REG_O0_O0_O_VTDBAR) — Offset A4h

Register specifying the Invalidation Event interrupt message data

This register is treated as RsvdZ by implementations reporting Queued Invalidation
(QI) as not supported in the Extended Capability register.

Datasheet Volume 2 of 2 285



I n t e I Host Bridge and DRAM Controller (DO:F0)
®

Type Size Offset Default

MMIO 32 bit VTDPVCOBAR + A4h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . -
Range Access Field Name (ID): Description

Extended Interrupt Message Data (EIMD):

31:16 0000h This field is valid only for implementations supporting 32-bit interrupt data fields
' RW Hardware implementations supporting only 16-bit interrupt data treat this field as
Rsvd.
15:0 0000h Interrupt Message Data (IMD):
' RW Data value in the interrupt request.

3.8.26 Invalidation Event Address Register
(IEADDR_REG_0_0_0O_VTDBAR) — Offset A8h

Register specifying the Invalidation Event Interrupt message address

This register is treated as RsvdZ by implementations reporting Queued Invalidation
(QI) as not supported in the Extended Capability register.

Note: Bit definitions are the same as FEADDR_REG_0_0_0_VTDBAR, offset 40h.

3.8.27 Invalidation Event Upper Address Register
(IEUADDR_REG_0_0_O0_VTDBAR) — Offset ACh

Register specifying the Invalidation Event interrupt message upper address.

Type Size Offset Default

MMIO 32 bit VTDPVCOBAR + ACh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default &

Range Access Field Name (ID): Description

Message Upper Address (MUA):

00000000 | Hardware implementations supporting Queued Invalidations and Extended Interrupt
31:0 h Mode are required to implement this register

RW Hardware implementations not supporting Queued Invalidations or Extended
Interrupt Mode may treat this field as RsvdZ.
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3.8.28 Interrupt Remapping Table Address Register
(IRTA_REG_0_0O_O_VTDBAR) — Offset B8h

Register providing the base address of Interrupt remapping table. This register is
treated as RsvdZ by implementations reporting Interrupt Remapping (IR) as not
supported in the Extended Capability register.

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + B8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . -
Range Access Field Name (ID): Description
Oh
63:52 RO Reserved
Interrupt Remapping Table Address (IRTA):
00000000 | This field points to the base of 4KB aligned interrupt remapping table
51:12 | 00h Hardware ignores and does not implement bits 63:HAW, where HAW is the host
RW/V address width
Reads of this field returns value that was last programmed to it.
Extended Interrupt Mode Enable (EIME):
This field is used by hardware on Intel64 platforms as follows:
h e 0=xAPIC mode is active. Hardware interprets only low 8-bits of Destination-ID
11 0 field in the IRTEs. The high 24-bits of the Destination-ID field are treated as
RW/V reserved
e 1= x2APIC mode is active. Hardware interprets all 32-bits of Destination-ID field
in the IRTEs
This field is implemented as RsvdZ on implementations reporting Extended Interrupt
Mode (EIM) field as Clear in Extended Capability register.
Oh
10:4 RO Reserved
IRTA Size (S):
3:0 Oh This field specifies the size of the interrupt remapping table.
' RW/V The number of entries in the interrupt remapping table is 2(X+1), where X is the
value programmed in this field.

3.8.29 Page Request Queue Head Register
(PQH_REG_0_0_O_VTDBAR) — Offset COh

Register indicating the page request queue head. This register is treated as RsvdZ by
implementations reporting Page Request Support (PRS) as not supported in the
Extended Capability register.
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Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + COh 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
Oh
63:19 RO Reserved
0000h Page Queue Head (PQH):
18:4 RO Specifies the offset (16-bytes aligned) to the page request queue for the request that
will be processed next by software.
Oh
3:0 RO Reserved

Page Request Queue Tail Register
(PQT_REG_0_0_0O_VTDBAR) — Offset C8h

Register indicating the page request queue tail. This register is treated as RsvdZ by
implementations reporting Page Request Support (PRS) as not supported in the
Extended Capability register.

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + C8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R

Bit Default & . . -
Range Access Field Name (ID): Description
Oh
63:19 RO Reserved
0000h Page Queue Tail (PQT):
18:4 RO/V Specifies the offset (16-bytes aligned) to the page request queue for the request that
will be written next by hardware.
Oh
3:0 RO Reserved

Page Request Queue Address Register
(PQA_REG_0_0_0_VTDBAR) — Offset DOh
Register to configure the base address and size of the page request queue. This

register is treated as RsvdZ by implementations reporting Page Request Support (PRS)
as not supported in the Extended Capability register.
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Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + DOh 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
Page Request Queue Base Address (PQA):
00000000 | This field points to the base of 4KB aligned page request queue. Hardware may
45:12 Oh ignore and not implement bits 63:HAW, where HAW is the host address width.
RO Software must configure this register before enabling page requests in any extended-
context-entries.
Oh
11:3 RO Reserved
Page Request Queue Size (PQS):
2:0 Oh This field specifies the size of the page request queue. A value of X in this field
RO indicates an invalidation request queue of (2 X) 4KB pages. The number of entries in
the page request queue is 2~ (X + 8)

Page Request Status Register (PRS_REG_0_0_0_VTDBAR)
— Offset DCh

Register to report pending page request in page request queue. This register is treated
as RsvdZ by implementations reporting Page Request Support (PRS) as not supported
in the Extended Capability register.

Type Size Offset Default
MMIO 32 bit VTDPVCOBAR + DCh 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B P
Range Access Field Name (ID): Description
Oh
31:1 RO Reserved
Pending Page Request (PPR):
Oh Pending Page Request: Indicates pending page requests to be serviced by software in
0 RO/V/P the page request queue. This field is Set by hardware when a streaming page request
entry (page_stream_reg_dsc) or a page group request (page_grp_req_dsc) with Last
Page in Group (LPG) field Set, is added to the page request queue.
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3.8.33 Page Request Event Control Register
(PECTL_REG_O0_0O_O_VTDBAR) — Offset EOh

Register specifying the page request event interrupt control bits. This register is treated
as RsvdZ by implementations reporting Page Request Support (PRS) as not supported
in the Extended Capability register

Type

Size

Offset Default

MMIO

32 bit

VTDPVCOBAR + EOh 80000000h

Register Level Access:

BIOS Access

SMM Access OS Access

R

R R

Bit
Range

Default &
Access

Field Name (ID): Description

31

1h
RO

Interrupt Mask (IM):
Interrupt Mask

¢ 0=No masking of interrupt. When a page request event condition is detected,
hardware issues an interrupt message (using the Page Request Event Data and
Page Request Event Address register values)

e 1=This is the value on reset. Software may mask interrupt message generation by
setting this field. Hardware is prohibited from sending the interrupt message when
this field is Set.

30

Oh
RO/V

Interrupt Pending (IP):

Interrupt Pending: Hardware sets the IP field whenever it detects an interrupt
condition. Interrupt condition is defined as:

e A streaming page request entry (page_stream_req_dsc) or a page group request
(page_grp_req_dsc) with Last Page in Group (LPG) field Set, was added to page
request queue, resulting in hardware setting the Pending Page Request (PPR) field
in Page Request Status register

o If the PPR field in the Page Request Event Status register was already Set at the
time of setting this field, it is not treated as a new interrupt condition

The IP field is kept Set by hardware while the interrupt message is held pending. The

interrupt message could be held pending due to interrupt mask (IM field) being Set,

or due to other transient hardware conditions. The IP field is cleared by hardware as
soon as the interrupt message pending condition is serviced. This could be due to
either:

e Hardware issuing the interrupt message due to either change in the transient
hardware condition that caused interrupt message to be held pending or due to
software clearing the IM field

e Software servicing the PPR field in the Page Request Event Status register.

29:0

Oh
RO

Reserved

3.8.34 Page Request Event Data Register
(PEDATA_REG_0_0_O0_VTDBAR) — Offset E4h

Register specifying the Page Request Event interrupt message data. This register is
treated as RsvdZ by implementations reporting Page Request Support (PRS) as not
supported in the Extended Capability register.
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Type Size Offset Default

MMIO 32 bit VTDPVCOBAR + E4h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R

Bit Default & . . P
Range Access Field Name (ID): Description
31:16 0000h Extended Interrupt Message Data (EIMD):

' RO Extended Interrupt Message Data
0000h Interrupt Message Data (IMD):
15:0 RO Interrupt Message Data: Data value in the interrupt request. Software requirements
for programming this register are described in VTd Spec

Page Request Event Address Register

(PEADDR_REG_O0_0_O_VTDBAR) — Offset E8h

Register specifying the Page Request Event Interrupt message address. This register is
treated as RsvdZ by implementations reporting Page Request Support (PRS) as not
supported in the Extended Capability register.

Type Size Offset Default
MMIO 32 bit VTDPVCOBAR + E8h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . A
Range Access Field Name (ID): Description
00000000 | Message Address (MA):
31:2 h Message Address: When fault events are enabled, the contents of this register specify
RO the DWORD-aligned address (bits 31:2) for the interrupt request.
Oh
1:0 RO Reserved

Page Request Event Upper Address Register
(PEUADDR_REG_0_0_O0_VTDBAR) — Offset ECh

Register specifying the Page Request Event interrupt message upper address.
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Type Size Offset Default
MMIO 32 bit VTDPVCOBAR + ECh 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
00000000 | Message Upper Address (MUA):
31:0 h Message Upper Address: This field specifies the upper address (bits.. 63:32) for the
RO page request event interrupt.

MTRR Capability Register (MTRRCAP_0_O0_O_VTDBAR) —

Offset 100h

Register reporting the Memory Type Range Register Capability. This register is treated
as RsvdZ by implementations reporting Memory Type Support (MTS) as not supported
in the Extended Capability register.

When implemented,

value reported in this register must match IA32_MTRRCAP Model

Specific Register (MSR) value reported by the host IA-32 processor(s).

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 100h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . L
Range Access Field Name (ID): Description
Oh
63:11 RO Reserved
Write Combining (WC):
Oh
10 RO e 0 = Write-combining (WC) memory type is not supported.
e 1 = Write-combining (WC) memory type is supported.Indicates whether the Write
Combining memory type is supported.
Oh
9 RO Reserved
Fixed Range MTRRs Supported (FIX):
Oh
8 RO e 0 = No fixed range MTRRs are supported
e 1 = Fixed range MTRRs (MTRR_FIX64K_00000 through MTRR_FIX4K_0F8000) are
supported
7:0 00h Variable MTRR Count (VCNT):
' RO Indicates number of variable range MTRRs are supported.
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3.8.38 MTRR Default Type Register
(MTRRDEFAULT_0_0_O0_VTDBAR) — Offset 108h

Register for enabling/configuring Memory Type Range Registers. This register is treated
as RsvdZ by implementations reporting Memory Type Support (MTS) as not supported
in the Extended Capability register.

Type Size Offset Default

MMIO 64 bit VTDPVCOBAR + 108h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
Oh
63:12 RO Reserved
MTRR Enable (E):
11 oh e 0 = Disable MTRRs; UC memory type is applied. FE field has no effect.
RO

e 1 = Enable MTRRs. FE field can disable the fixed-range MTRRs. Type specified in
the default memory type field is used for areas of memory not already mapped by
either fixed or variable MTRR

Fixed Range MTRR Enable (FE):

e 0 = Disable fixed range MTRRs.

10 Og e 1 = Enable fixed range MTRRs.
R When fixed range MTRRs are enabled, they take priority over the variable range
MTRRs when overlaps in ranges occur. If the fixed-range MTRRs are disabled, the
variable range MTRRs can still be used and can map the range ordinarily covered by
the fixed range MTRRs.
Oh
9:8 RO Reserved
Default Memory Type (MEMTYPE):
7:0 00h Indicates default memory type used for physical memory address ranges that do not
’ RO have a memory type specified for them by an MTRR. Legal values for this field are

0,1,4,5and 6.

3.8.39 Fixed-Range MTRR Format 64K-00000
(MTRR_FIX64K_00000_REG_0_0_O_VTDBAR) — Offset
120h

Fixed Range MTRR covering the 64K memory space from 0x00000 - Ox7FFFF.
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Type Size Offset Default

MMIO 64 bit VTDPVCOBAR + 120h 0000000000000000n

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
. 00h R7 IOMMU (R7):
63:56 RO Register Field 7
. 00h R6 IOMMU (R6):
55148 RO Register Field 6
. 00h R5 IOMMU (R5):
47:40 RO Register Field 5
39:32 | 00h R4 .IOMM.U (R4):
RO Register Field 4
. 00h R3 IOMMU (R3):
31:24 RO Register Field 3
23:16 00h R2 .IOMM.U (R2):
RO Register Field 2
15:8 00h R1 IOMMU (R1):
’ RO Register Field 1
7:0 00h RO IOMMU (RO):
' RO Register Field 0

3.8.40 Fixed-Range MTRR Format 16K-80000
(MTRR_FIX16K_80000_REG_0_0_0_VTDBAR) — Offset
128h

Fixed Range MTRR covering the 16K memory space from 0x80000 - Ox9FFFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.8.41 Fixed-Range MTRR Format 16K-A0000
(MTRR_FIX16K_AO0000_REG_0_0_O_VTDBAR) — Offset
130h

Fixed Range MTRR covering the 16K memory space from 0xA0000 - OxBFFFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.8.42 Fixed-Range MTRR Format 4K-C0000
(MTRR_FIX4K_C0000_REG_0_0_O_VTDBAR) — Offset
138h

Fixed Range MTRR covering the 4K memory space 0xC0000 - OxC7FFF.
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Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.8.43 Fixed-Range MTRR Format 4K-C8000
(MTRR_FIX4K_C8000_REG_0_0_O_VTDBAR) — Offset
140h

Fixed Range MTRR covering the 4K memory space from 0xC8000 - OxCFFFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.8.44 Fixed-Range MTRR Format 4K-D0000
(MTRR_FIX4K_DO0000_REG_0_0_0_VTDBAR) — Offset
148h

Fixed Range MTRR covering the 4K memory space from 0xD0000 - OxD7FFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.8.45 Fixed-Range MTRR Format 4K-D8000
(MTRR_FIX4K_DS8000_REG_0_0_O_VTDBAR) — Offset
150h

Fixed Range MTRR covering the 4K memory space from 0xD80000 - OxDFFFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.8.46 Fixed-Range MTRR Format 4K-E0000
(MTRR_FIX4K_EO0000_REG_0_0_0_VTDBAR) — Offset
158h

Fixed Range MTRR covering the 4K memory space from OxEOQ000 - OXE7FFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.8.47 Fixed-Range MTRR Format 4K-E8000
(MTRR_FIX4K_E8000_REG_0_0_0_VTDBAR) — Offset
160h

Fixed Range MTRR covering the 4K memory space from 0xE8000 - OXEFFFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.
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Fixed-Range MTRR Format 4K-F0000
(MTRR_FIX4K_F0000_REG_O0_0_O0_VTDBAR) — Offset
168h

Fixed Range MTRR covering the 4K memory space from 0xFO000 - OxF7FFF.

Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

Fixed-Range MTRR Format 4K-F8000
(MTRR_FIX4K_F8000_REG_0_0_O_VTDBAR) — Offset
170h

Fixed Range MTRR covering the 4K memory space from 0xF8000 - OxFFFFF.

Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

Variable-Range MTRR Format Physical Base 0
(MTRR_PHYSBASEO_REG_0_0_O0_VTDBAR) — Offset 180h

Variable-Range MTRR BASEOQO

Type Size Offset Default

MMIO 64 bit VTDPVCOBAR + 180h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . -
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppygical Base (PHYSBASE):
45:12 | Oh .
RO Base Address for variable memory type range 0
Oh
11:8 RO Reserved
7:0 00h Memtype PHYSBASE (MEMTYPE):
' RO Memory type for variable memory type range 0

Variable-Range MTRR Format Physical Mask 0
(MTRR_PHYSMASKO_REG_0_0_O_VTDBAR) — Offset 188h

Variable-Range MTRR MASKO
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Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 188h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
45:12 82000000 Physical Mask (PHYSMASK):
' RO Address mask for variable memory type range 0
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 0 mask
Oh
10:0 RO Reserved

3.8.52

Variable-Range MTRR Format Physical Base 1

(MTRR_PHYSBASE1_REG_0_0_O0_VTDBAR) — Offset 190h

Variable-Range MTRR BASE1

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 190h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B P
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppysical Base (PHYSBASE):
45:12 Oh )
RO Base Address for variable memory type range 1
Oh
11:8 RO Reserved
7:0 00h Memtype PHYSBASE (MEMTYPE):
’ RO Memory type for variable memory type range 1

Datasheet Volume 2 of 2

297



intel.

Host Bridge and DRAM Controller (DO:F0)

3.8.53 Variable-Range MTRR Format Physical Mask 1
(MTRR_PHYSMASK1_REG_O0_0_O_VTDBAR) — Offset 198h
Variable-Range MTRR MASK1

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 198h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
RaBr:tge Df\f:?:glsts& Field Name (ID): Description
Oh
63:46 RO Reserved
45:1 00000000 | ppysical Mask (PHYSMASK):
’ RO Address mask for variable memory type range 1
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 1 mask
Oh
10:0 RO Reserved

3.8.54 Variable-Range MTRR Format Physical Base 2
(MTRR_PHYSBASE2_REG_O0_0_0_VTDBAR) — Offset 1A0h
Variable-Range MTRR BASE2

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1A0h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default . A
Rar:ge Ie\cf::ss& Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppygical Base (PHYSBASE):
45:12 | Oh )
RO Base Address for variable memory type range 2
Oh
11:8 RO Reserved
7:0 00h Memtype PHYSBASE (MEMTYPE):
' RO Memory type for variable memory type range 2
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3.8.55 Variable-Range MTRR Format Physical Mask 2
(MTRR_PHYSMASK2_REG_0_0_O0_VTDBAR) — Offset 1A8h

Variable-Range MTRR MASK2

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1A8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
a5i1o 00000000 | physical Mask (PHYSMASK):
' RO Address mask for variable memory type range 2
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 2 mask
Oh
10:0 RO Reserved

3.8.56 Variable-Range MTRR Format Physical Base 3
(MTRR_PHYSBASE3_REG_0_0_O0_VTDBAR) — Offset 1BOh

Variable-Range MTRR BASE3

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1B0Oh 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppygical Base (PHYSBASE):
45:12 Oh }
RO Base Address for variable memory type range 3
Oh
11:8 RO Reserved
00h Memtype PHYSBASE (MEMTYPE):
7:0 -
RO Memory type for variable memory type range 3
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3.8.57 Variable-Range MTRR Format Physical Mask 3
(MTRR_PHYSMASK3_REG_0_0_O0_VTDBAR) — Offset 1B8h
Variable-Range MTRR MASK3

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1B8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
RaBr:tge Df\f:?:glsts& Field Name (ID): Description
Oh
63:46 RO Reserved
45:1 00000000 | ppysical Mask (PHYSMASK):
’ RO Address mask for variable memory type range 3
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 3 mask
Oh
10:0 RO Reserved

3.8.58 Variable-Range MTRR Format Physical Base 4
(MTRR_PHYSBASE4_REG_0_0_0_VTDBAR) — Offset 1COh
Variable-Range MTRR BASE4

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1COh 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default . A
Rar:ge Ie\cf::ss& Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppygical Base (PHYSBASE):
45:12 | Oh )
RO Base Address for variable memory type range 4
Oh
11:8 RO Reserved
7:0 00h Memtype PHYSBASE (MEMTYPE):
' RO Memory type for variable memory type range 4
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3.8.59 Variable-Range MTRR Format Physical Mask 4
(MTRR_PHYSMASK4_REG_0_0_0_VTDBAR) — Offset 1C8h

Variable-Range MTRR MASK4

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1C8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
a5i1o 00000000 | physical Mask (PHYSMASK):
' RO Address mask for variable memory type range 4
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 4 mask
Oh
10:0 RO Reserved

3.8.60 Variable-Range MTRR Format Physical Base 5
(MTRR_PHYSBASES5_REG_0_0_O_VTDBAR) — Offset 1D0Oh

Variable-Range MTRR BASE5

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1D0Oh 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppygical Base (PHYSBASE):
45:12 Oh }
RO Base Address for variable memory type range 5
Oh
11:8 RO Reserved
00h Memtype PHYSBASE (MEMTYPE):
7:0 -
RO Memory type for variable memory type range 5
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3.8.61 Variable-Range MTRR Format Physical Mask 5
(MTRR_PHYSMASKS5_REG_0_0_O_VTDBAR) — Offset 1D8h
Variable-Range MTRR MASK5

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1D8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
RaBr:tge Df\f:?:glsts& Field Name (ID): Description
Oh
63:46 RO Reserved
45:1 00000000 | ppysical Mask (PHYSMASK):
’ RO Address mask for variable memory type range 5
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 5 mask
Oh
10:0 RO Reserved

3.8.62 Variable-Range MTRR Format Physical Base 6
(MTRR_PHYSBASE6_REG_0_0_0_VTDBAR) — Offset 1EOh
Variable-Range MTRR BASE6

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1EOh 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default . A
Rar:ge Ie\cf::ss& Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppygical Base (PHYSBASE):
45:12 | Oh )
RO Base Address for variable memory type range 6
Oh
11:8 RO Reserved
7:0 00h Memtype PHYSBASE (MEMTYPE):
' RO Memory type for variable memory type range 6
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3.8.63 Variable-Range MTRR Format Physical Mask 6
(MTRR_PHYSMASK6_REG_0_0_0_VTDBAR) — Offset 1E8h

Variable-Range MTRR MASK6

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1E8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
a5i1o 00000000 | physical Mask (PHYSMASK):
' RO Address mask for variable memory type range 6
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 6 mask
Oh
10:0 RO Reserved

3.8.64 Variable-Range MTRR Format Physical Base 7
(MTRR_PHYSBASE7_REG_0_0_O_VTDBAR) — Offset 1FOh

Variable-Range MTRR BASE7

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1F0h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppygical Base (PHYSBASE):
45:12 | Oh }
RO Base Address for variable memory type range 7
Oh
11:8 RO Reserved
00h Memtype PHYSBASE (MEMTYPE):
7:0 -
RO Memory type for variable memory type range 7
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3.8.65 Variable-Range MTRR Format Physical Mask 7
(MTRR_PHYSMASK7_REG_0_0_O0_VTDBAR) — Offset 1F8h
Variable-Range MTRR MASK7

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 1F8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
RaBr:tge Df\f:?:glsts& Field Name (ID): Description
Oh
63:46 RO Reserved
45:1 00000000 | ppysical Mask (PHYSMASK):
’ RO Address mask for variable memory type range 7
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 7 mask
Oh
10:0 RO Reserved

3.8.66 Variable-Range MTRR Format Physical Base 8
(MTRR_PHYSBASE8_REG_0_0_0_VTDBAR) — Offset 200h
Variable-Range MTRR BASES8

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 200h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
RaBr:tge D:f:::lsts& Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppygical Base (PHYSBASE):
45:12 | Oh )
RO Base Address for variable memory type range 8
Oh
11:8 RO Reserved
7:0 00h Memtype PHYSBASE (MEMTYPE):
' RO Memory type for variable memory type range 8
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3.8.67 Variable-Range MTRR Format Physical Mask 8
(MTRR_PHYSMASKS8_REG_0_0_0_VTDBAR) — Offset 208h

Variable-Range MTRR MASKS8

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 208h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
a5i1o 00000000 | physical Mask (PHYSMASK):
' RO Address mask for variable memory type range 8
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 8 mask
Oh
10:0 RO Reserved

3.8.68 Variable-Range MTRR Format Physical Base 9
(MTRR_PHYSBASE9_REG_0_0_O_VTDBAR) — Offset 210h

Variable-Range MTRR BASE9

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 210h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
00000000 | ppygical Base (PHYSBASE):
45:12 Oh }
RO Base Address for variable memory type range 9
Oh
11:8 RO Reserved
00h Memtype PHYSBASE (MEMTYPE):
7:0 -
RO Memory type for variable memory type range 9
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Variable-Range MTRR Format Physical Mask 9
(MTRR_PHYSMASK9_REG_0_0_0_VTDBAR) — Offset 218h

Variable-Range MTRR MASK9

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 218h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
45:1 00000000 | ppysical Mask (PHYSMASK):
’ RO Address mask for variable memory type range 9
11 Oh Valid PHYSMASK (VALID):
RO Valid bit for variable range 9 mask
Oh
10:0 RO Reserved

Fault Recording Register Low [0]
(FRCDL_REG_O0_O0_O_VTDBAR) — Offset 400h

Register to record fault information when primary fault logging is active. Hardware
reports the number and location of fault recording registers through the Capability
register. This register is relevant only for primary fault logging

This register is sticky and can be cleared only through power good reset or by software
clearing the RW1C fields by writing a 1.
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Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 400h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Fault Info (FI):
When the Fault Reason (FR) field indicates one of the address translation fault
conditions, bits 63:12 of this field contain the page address in the faulted request.
When PASID Present field is O (i.e, faulted request is a request without PASID),
hardware treat bits 63:N as reserved (0), where N is the maximum guest address
00000000 width (MGAW) supported. For requests-with PASID (PASID Present field = 1),
63:12 00000h hardware treats bits 63:N as reserved (0), where N corresponds to the largest AGAW
: RO/V/P value supported by hardware.

O/v/ When the Fault Reason (FR) field indicates interrupt-remapping fault conditions other
than Fault Reason 25h, bits 63:48 of this field indicate the interrupt_index computed
for the faulted interrupt request, and bits 47:12 are cleared. When the Fault Reason
(FR) field indicates interrupt-remapping fault condition of blocked Compatibility mode
interrupt (Fault Reason 25h), the content of this field is undefined.

This field is relevant only when the F field is Set.
Oh
11:0 RO Reserved

3.8.71 Fault Recording Register High [0]
(FRCDH_REG_0_O0_O_VTDBAR) — Offset 408h

Register to record fault information when primary fault logging is active. Hardware
reports the number and location of fault recording registers through the Capability
register. This register is relevant only for primary fault logging

This register is sticky and can be cleared only through power good reset or by software
clearing the RW1C fields by writing a 1.
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Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 408h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Fault FRCDH (F):
Hardware sets this field to indicate a fault is logged in this Fault Recording register.
oh The F field is set by hardware after the details of the fault is recorded in other fields
63 §W/1C/V/ When this field is Set, hardware may collapse additional faults from the same source-
id (SID)
Software writes the value read from this field to Clear it.
Type FRCDH (T):
Type of the faulted request:
h
62 0
RO/V/P e 0: Write request or Page (PRS) Request
e 1: Read request or AtomicOp request
This field is relevant only when the F field is Set, and when the fault reason (FR)
indicates one of the DMA-remapping fault conditions.
Address Type (AT):
This field captures the AT field from the faulted DMA request
. Oh Hardware implementations not supporting Device-IOTLBs (DI field Clear in Extended
61:60
’ RO/V/P Capability register) treat this field as RsvdZ
When supported, this field is valid only when the F field is Set, and when the fault
reason (FR) indicates one of the DMA-remapping fault conditions.
PASID Value (PV):
. 00000h PASID value in the faulted request. This field is relevant only when the PP field is set.
59:40
RO/V/P Hardware implementations not supporting PASID (PASID field Clear in Extended
Capability register) implement this field as RsvdZ.
00h Fault Reason (FR):
39:32 RO/V/P Reason for the fault
This field is relevant only when the F field is set.
PASID Present (PP):
When set, indicates the faulted request has a PASID tag. The value of the PASID field
31 Oh is reported in the PASID Value (PV) field. This field is relevant only when the F field is
RO/V/P Set, and when the fault reason (FR) indicates one of the non-recoverable address
translation fault conditions. Hardware implementations not supporting PASID (PASID
field Clear in Extended Capability register) implement this field as RsvdZ.
Execute Permission Requested (EXE):
oh When set, indicates Execute permission was requested by the faulted read request.
30 RO/V/P This field is relevant only when the PP field and T field are both Set. Hardware
implementations not supporting PASID (PASID field Clear in Extended Capability
register) implement this field as RsvdZ.
Privilege Mode Requested (PRIV):
oh When set, indicates Supervisor privilege was requested by the faulted request. This
29 RO/V/P field is relevant only when the PP field is Set. Hardware implementations not
supporting PASID (PASID field Clear in Extended Capability register) implement this
field as RsvdZ.
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Bit Default & Field Name (ID): Description

Range Access
Oh
28:16 RO Reserved
0000h Source Identifier (SID):

15:0 RO/V/P Requester-id associated with the fault condition
This field is relevant only when the F field is set.

3.8.72 Invalidate Address Register (IVA_REG_0_0_O_VTDBAR) —
Offset 500h

Register to provide the DMA address whose corresponding IOTLB entry needs to be
invalidated through the corresponding IOTLB Invalidate register. This register is a
write-only register.

Type Size Offset Default

MMIO 64 bit VTDPVCOBAR + 500h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default &

Range Access Field Name (ID): Description

IVA Address (ADDR):

Software provides the DMA address that needs to be page-selectively invalidated. To

00000000 make a page-selective invalidation request to hardware, software must first write the

00000h appropriate fields in this register, and then issue the appropriate page-selective
invalidate command through the IOTLB_REG. Hardware ignores bits 63:N, where N is

wo the maximum guest address width (MGAW) supported.

A value returned on a read of this field is undefined

A value returned on a read of this field is undefined

63:12

Oh
11:7 RO Reserved

Invalidation Hint (IH):

The field provides hint to hardware about preserving or flushing the non-leaf (page-
directory) entries that may be cached in hardware:

e 0 = Software may have modified both leaf and non-leaf page-table entries
h corresponding to mappings specified in the ADDR and AM fields. On a page-

6 0 selective invalidation request, hardware must flush both the cached leaf and non-

WO leaf page-table entries corresponding to the mappings specified by ADDR and AM
fields.

e 1 = Software has not modified any non-leaf page-table entries corresponding to
mappings specified in the ADDR and AM fields. On a page-selective invalidation
request, hardware may preserve the cached non-leaf page-table entries
corresponding to mappings specified by ADDR and AM fields.

A value returned on a read of this field is undefined
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Bit Default & . . .
Range Access Field Name (ID): Description

Address Mask (AM):
The value in this field specifies the number of low order bits of the ADDR field that
must be masked for the invalidation operation. This field enables software to request
invalidation of contiguous mappings for size-aligned regions. For example:..Mask

5.0 00h ADDR bits Pages..Value masked invalidated.. 0 None 1.. 112 2.. 2 13:12 4.. 3 14:12

’ WO 8..415:12 16

When invalidating mappings for super-pages, software must specify the appropriate
mask value. For example, when invalidating mapping for a 2MB page, software must
specify an address mask value of at least 9...Hardware implementations report the
maximum supported mask value through the Capability register.

IOTLB Invalidate Register (IOTLB_REG_0_0_O_VTDBAR)
— Offset 508h

Register to invalidate IOTLB. The act of writing the upper byte of the IOTLB_REG with
IVT field Set causes the hardware to perform the IOTLB invalidation.

Type Size Offset Default
MMIO 64 bit VTDPVCOBAR + 508h 0200000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) T
Range Access Field Name (ID): Description
Invalidate IOTLB (IVT):
Software requests IOTLB invalidation by setting this field. Software must also set the
requested invalidation granularity by programming the IIRG field
Hardware clears the IVT field to indicate the invalidation request is complete.
Hardware also indicates the granularity at which the invalidation operation was
oh performed through the IAIG field. Software must not submit another invalidation
63 RW/V request through this register while the IVT field is Set, nor update the associated
/ Invalidate Address register
Software must not submit IOTLB invalidation requests when there is a context-cache
invalidation request pending at this remapping hardware unit.
Hardware implementations reporting write-buffer flushing requirement (RWBF=1 in
Capability register) must implicitly perform a write buffer flushing before invalidating
the IOTLB.
Oh
62 RO Reserved
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Bit Default & . . P
Range Access Field Name (ID): Description
IOTLB Invalidation Request Granularity (IIRG):
When requesting hardware to invalidate the IOTLB (by setting the IVT field), software
writes the requested invalidation granularity through this field. The following are the
encodings for the field
e 00 = Reserved
oh e 01 = Global invalidation request
61:60 e 10 = Domain-selective invalidation request. The target domain-id must be
RW specified in the DID field
e 11 = Page-selective invalidation request. The target address, mask and
invalidation hint must be specified in the Invalidate Address register, and the
domain-id must be provided in the DID field
Hardware implementations may process an invalidation request by performing
invalidation at a coarser granularity than requested. Hardware indicates completion
of the invalidation request by clearing the IVT field. At this time, the granularity at
which actual invalidation was performed is reported through the IAIG field
Oh
59 RO Reserved
IOTLB Actual Invalidation Granularity (IAIG):
Hardware reports the granularity at which an invalidation request was processed
through this field when reporting invalidation completion (by clearing the IVT field).
The following are the encodings for this field
e 00 = Reserved. This indicates hardware detected an incorrect invalidation request
and ignored the request. Examples of incorrect invalidation requests include
detecting an unsupported address mask value in Invalidate Address register for
58:57 1ih page-selective invalidation requests
RO/V e 01 = Global Invalidation performed. This could be in response to a global, domain-
selective, or page-selective invalidation request
e 10 = Domain-selective invalidation performed using the domain-id specified by
software in the DID field. This could be in response to a domain-selective or a
page-selective invalidation request
e 11 = Domain-page-selective invalidation performed using the address, mask and
hint specified by software in the Invalidate Address register and domain-id
specified in DID field. This can be in response to a page-selective invalidation
request.
Oh
56:50 RO Reserved
Drain Reads (DR):
This field is ignored by hardware if the DRD field is reported as clear in the Capability
register. When the DRD field is reported as Set in the Capability register, the following
Oh encodings are supported for this field:
49
RW
e 0 = Hardware may complete the IOTLB invalidation without draining any
translated DMA read requests
e 1 = Hardware must drain DMA read requests.
Drain Writes (DW):
This field is ignored by hardware if the DWD field is reported as Clear in the Capability
register. When the DWD field is reported as Set in the Capability register, the
oh following encodings are supported for this field:
48
RW
e 0 = Hardware may complete the IOTLB invalidation without draining DMA write
requests
e 1 = Hardware must drain relevant translated DMA write requests.
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Bit Default & . . R
Range Access Field Name (ID): Description
Domain ID (DID):
Indicates the ID of the domain whose IOTLB entries need to be selectively
invalidated. This field must be programmed by software for domain-selective and
47:32 0000h page-selective invalidation requests.

' RW The Capability register reports the domain-id width supported by hardware. Software
must ensure that the value written to this field is within this limit. Hardware ignores
and not implements bits 47:(32+N), where N is the supported domain-id width
reported in the Capability register.

Oh
31:0 RO Reserved

Graphics VT BAR (GFXVTBAR) Registers

This chapter documents the GFXVTBAR registers. Base address of these registers are
defined in the GFXVTBAR_0_0_0_MCHBAR_NCU register which resides in the MCHBAR

register collection.

Summary of Registers

Summary of GFXVTBAR Registers

Size - -
Offset (Bytes) Register Name (Register Symbol) Default Value
Oh 4 Version Register (VER_REG_0_0_0_VTDBAR) 00000040h
8h 8 Capability Register (CAP_REG_0_0_0_VTDBAR) 09C0000C406F04
66h
10h 8 Extended Capability Register (ECAP_REG_0_0_0_VTDBAR) 0000079E2FF050
DFh
18h 4 Global Command Register (GCMD_REG_0_0_0_VTDBAR) 00000000h
1Ch Global Status Register (GSTS_REG_0_0_0_VTDBAR) 00000000h
20h 8 Root Table Address Register (RTADDR_REG_0_0_0_VTDBAR) 00000000000000
00h
28h 8 Context Command Register (CCMD_REG_0_0_0_VTDBAR) 08000000000000
00h
34h 4 Fault Status Register (FSTS_REG_0_0_0_VTDBAR) 00000000h
38h 4 Fault Event Control Register (FECTL_REG_0_0_0_VTDBAR) 80000000h
3Ch 4 Fault Event Data Register (FEDATA_REG_0_0_0_VTDBAR) 00000000h
40h 4 Fault Event Address Register (FEADDR_REG_0_0_0_VTDBAR) 00000000h
Fault Event Upper Address Register
44h 4 (FEUADDR_REG_0 0_0 VTDBAR) 00000000h
58h 8 Advanced Fault Log Register (AFLOG_REG_0_0_0_VTDBAR) 00000000000000
00h
64h 4 Protected Memory Enable Register (PMEN_REG_0_0_0_VTDBAR) 00000000h
Protected Low Memory Base Register
68h 4 (PLMBASE REG_0_0_0_VTDBAR) 00000000h
Protected Low-Memory Limit Register
6Ch 4 (PLMLIMIT_REG_0_0_0_VTDBAR) 00000000h
70h 8 Protected High-Memory Base Register 00000000000000
(PHMBASE_REG_0_0_0_VTDBAR) 00h
78h 8 Protected High-Memory Limit Register 00000000000000
(PHMLIMIT_REG_0_0_0_VTDBAR) 00h
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Offset (Bsyitz:s) Register Name (Register Symbol) Default Value
80h 8 Invalidation Queue Head Register (IQH_REG_0_0_0_VTDBAR) 00000000000000
00h
88h 8 Invalidation Queue Tail Register (IQT_REG_0_0_0_VTDBAR) 00000000000000
00h
90h 8 Invalidation Queue Address Register (IQA_REG_0_0_0_VTDBAR) 00000000000000
00h
Invalidation Completion Status Register
9Ch 4 (ICS_REG_0_0_0_VTDBAR) 00000000h
AOh Invalidation Event Control Register (IECTL_REG_0_0_0_VTDBAR) 80000000h
Adh Invalidation Event Data Register (IEDATA_REG_0_0_0_VTDBAR) 00000000h
Invalidation Event Address Register
A8h 4 (IEADDR_REG_0_0_0_VTDBAR) 00000000h
Invalidation Event Upper Address Register
ACh 4 (IEUADDR_REG_0_0_0_VTDBAR) 00000000h
B8h 8 Interrupt Remapping Table Address Register 00000000000000
(IRTA_REG_0_0_O_VTDBAR) 00h
coh 8 Page Request Queue Head Register (PQH_REG_0_0_0_VTDBAR) 00000000000000
00h
csh 8 Page Request Queue Tail Register (PQT_REG_0_0_0_VTDBAR) 00000000000000
00h
DOh 8 Page Request Queue Address Register (PQA_REG_0_0_0_VTDBAR) | 00000000000000
00h
DCh 4 Page Request Status Register (PRS_REG_0_0_0_VTDBAR) 00000000h
Page Request Event Control Register
EOh 4 (PECTL_REG_0_0_0_VTDBAR) 80000000h
E4h 4 Page Request Event Data Register (PEDATA_REG_0_0_0_VTDBAR) | 00000000h
Page Request Event Address Register
E8h 4 (PEADDR_REG_0_0_0_VTDBAR} 00000000h
Page Request Event Upper Address Register
ECh 4 (PEUADDR_REG_0_0_0_VTDBAR) 00000000h
100h 8 MTRR Capability Register (MTRRCAP_0_0_0_VTDBAR) 00000000000000
00h
108h 8 MTRR Default Type Register (MTRRDEFAULT_0_0_0_VTDBAR) 00000000000000
00h
120h 8 Fixed-Range MTRR Format 64K-00000 00000000000000
(MTRR_FIX64K_00000_REG_0_0_0_VTDBAR) 00h
128h 8 Fixed-Range MTRR Format 16K-80000 00000000000000
(MTRR_FIX16K_80000_REG_0_0_0_VTDBAR) 00h
130h 8 Fixed-Range MTRR Format 16K-A0000 00000000000000
(MTRR_FIX16K_A0000_REG_0_0_0_VTDBAR) 00h
138h 8 Fixed-Range MTRR Format 4K-C0000 00000000000000
(MTRR_FIX4K_CO0000_REG_0_0_0_VTDBAR) 00h
140h 8 Fixed-Range MTRR Format 4K-C8000 00000000000000
(MTRR_FIX4K_C8000_REG_0_0_0_VTDBAR) 00h
148h 8 Fixed-Range MTRR Format 4K-D0000 00000000000000
(MTRR_FIX4K_DO0O000_REG_0_0_0_VTDBAR) 00h
150h 3 Fixed-Range MTRR Format 4K-D8000 00000000000000
(MTRR_FIX4K_D8000_REG_0_0_0_VTDBAR) 00h
158h 8 Fixed-Range MTRR Format 4K-E0000 00000000000000
(MTRR_FIX4K_EO000_REG_0_0_0_VTDBAR) 00h
160h 8 Fixed-Range MTRR Format 4K-E8000 00000000000000
(MTRR_FIX4K_E8000_REG_0_0_0_VTDBAR) 00h
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Offset (Bs\;:ees) Register Name (Register Symbol) Default Value

168h 8 Fixed-Range MTRR Format 4K-FO000 00000000000000
(MTRR_FIX4K_FO000_REG_0_0_0_VTDBAR) 00h

170h 8 Fixed-Range MTRR Format 4K-F8000 00000000000000
(MTRR_FIX4K_F8000_REG_0_0_0_VTDBAR) 00h

180h 8 Variable-Range MTRR Format Physical Base 0 00000000000000
(MTRR_PHYSBASEO_REG_0_0_0_VTDBAR) 00h

188h 8 Variable-Range MTRR Format Physical Mask 0 00000000000000
(MTRR_PHYSMASKO_REG_0_0_0_VTDBAR) 00h

190h 8 Variable-Range MTRR Format Physical Base 1 00000000000000
(MTRR_PHYSBASE1_REG_0_0_0_VTDBAR) 00h

198h 8 Variable-Range MTRR Format Physical Mask 1 00000000000000
(MTRR_PHYSMASK1_REG_0_0_0_VTDBAR) 00h

1A0h 8 Variable-Range MTRR Format Physical Base 2 00000000000000
(MTRR_PHYSBASE2_REG_0_0_0_VTDBAR) 00h

1A8h 8 Variable-Range MTRR Format Physical Mask 2 00000000000000
(MTRR_PHYSMASK2_REG_0_0_0_VTDBAR) 00h

1BOh 8 Variable-Range MTRR Format Physical Base 3 00000000000000
(MTRR_PHYSBASE3_REG_0_0_0_VTDBAR) 00h

1B8h 8 Variable-Range MTRR Format Physical Mask 3 00000000000000
(MTRR_PHYSMASK3_REG_0_0_0_VTDBAR) 00h

1Coh 8 Variable-Range MTRR Format Physical Base 4 00000000000000
(MTRR_PHYSBASE4_REG_0_0_0_VTDBAR) 00h

1C8h 8 Variable-Range MTRR Format Physical Mask 4 00000000000000
(MTRR_PHYSMASK4_REG_0_0_0_VTDBAR) 00h

1DOh 8 Variable-Range MTRR Format Physical Base 5 00000000000000
(MTRR_PHYSBASE5_REG_0_0_0_VTDBAR) 00h

1D8h 8 Variable-Range MTRR Format Physical Mask 5 00000000000000
(MTRR_PHYSMASK5_REG_0_0_0_VTDBAR) 00h

1EOh 8 Variable-Range MTRR Format Physical Base 6 00000000000000
(MTRR_PHYSBASE6_REG_0_0_0_VTDBAR) 00h

1E8h 8 Variable-Range MTRR Format Physical Mask 6 00000000000000
(MTRR_PHYSMASK6_REG_0_0_0_VTDBAR) 00h

1FOh 8 Variable-Range MTRR Format Physical Base 7 00000000000000
(MTRR_PHYSBASE7_REG_0_0_0_VTDBAR) 00h

1F8h 8 Variable-Range MTRR Format Physical Mask 7 00000000000000
(MTRR_PHYSMASK7_REG_0_0_0_VTDBAR) 00h

200h 8 Variable-Range MTRR Format Physical Base 8 00000000000000
(MTRR_PHYSBASE8_REG_0_0_0_VTDBAR) 00h

208h 8 Variable-Range MTRR Format Physical Mask 8 00000000000000
(MTRR_PHYSMASKS8_REG_0_0_0_VTDBAR) 00h

210h 8 Variable-Range MTRR Format Physical Base 9 00000000000000
(MTRR_PHYSBASES_REG_0_0_0_VTDBAR) 00h

218h 8 Variable-Range MTRR Format Physical Mask 9 00000000000000
(MTRR_PHYSMASKS9_REG_0_0_0_VTDBAR) 00h

400h 8 Fault Recording Register Low [0] (FRCDL_REG_0_0_0_VTDBAR) 00000000000000
00h

408h 8 Fault Recording Register High [0] (FRCDH_REG_0_0_0_VTDBAR) 00000000000000
00h

500h 8 Invalidate Address Register (IVA_REG_0_0_0_VTDBAR) 00000000000000
00h

508h 8 IOTLB Invalidate Register (IOTLB_REG_0_0_0_VTDBAR) 02000000000000
00h
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3.9.2 Version Register (VER_REG_0_0_O0_VTDBAR) — Offset Oh

Register to report the architecture version supported. Backward compatibility for the
architecture is maintained with new revision numbers, allowing software to load
remapping hardware drivers written for prior architecture versions.

Type Size Offset Default
MMIO 32 bit GFXVTBAR + Oh 00000040h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B —
Range Access Field Name (ID): Description
Oh
31:8 RO Reserved
7.4 4h Major Version Number (MAJOR):
’ RO Indicates supported architecture version.
3:0 Oh Minor Version Number (MINOR):
’ RO Indicates supported architecture minor version.

3.9.3 Capability Register (CAP_REG_0_0_O0_VTDBAR) — Offset
8h

Register to report general remapping hardware capabilities.

Type Size Offset Default

MMIO 64 bit GFXVTBAR + 8h 09C0000C406F0466h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . B P
Range Access Field Name (ID): Description
Oh
63:61 RO Reserved

First Level 5-level Paging (FL5LP):

60 oh e 0: Hardware does not support 5-level paging for requests-with-PASID subject to
RO first-level translation.

e 1: Hardware supports 5-level paging for requests-with-PASID subject to first-level
translation.
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Bit Default & . . A
Range Access Field Name (ID): Description
Posted Interrupt Support (PI):
59 1h e 0 = Hardware does not support Posting of Interrupts.
RO e 1 = Hardware supports Posting of Interrupts.
Hardware implementations reporting this field as Set must also report Interrupt
Remapping support (IR field in Extended Capability Register)
Oh
58:57 RO Reserved
1h First Level 1-GByte Page Support (FL1GP):
56 RO A value of 1 in this field indicates 1-GByte page size is supported for first-level
translation.
Read Draining (DRD):
55 1h
RO e 0 = Hardware does not support draining of DMA read requests.
e 1 = Hardware supports draining of DMA read requests.
Write Draining (DWD):
54 Lh
RO e 0 = Hardware does not support draining of DMA write requests.
e 1 = Hardware supports draining of DMA write requests.
Maximum Address Mask Value (MAMV):
00h The value in this field indicates the maximum supported value for the Address Mask
53:48 (AM) field in the Invalidation Address register (IVA_REG) and IOTLB Invalidation
RO Descriptor (iotlb_inv_dsc) used for invalidations of second-level translation.
This field is valid only when the PSI field in Capability register is reported as Set.
Number of Fault-Recording Registers (NFR):
Number of fault recording registers is computed as N+1, where N is the value
00h reported in this field.
47:40 RO Implementations must support at least one fault recording register (NFR = 0) for
each remapping hardware unit in the platform.
The maximum number of fault recording registers per remapping hardware unit is
256.
Page Selective Invalidation (PSI):
oh e 0 = Hardware supports only domain and global invalidates for IOTLB.
39 RO e 1 = Hardware supports page selective, domain and global invalidates for IOTLB.
Hardware implementations reporting this field as set are recommended to support a
Maximum Address Mask Value (MAMV) value of at least 9 (or 18 if supporting 1GB
pages with second level translation).
Oh
38 RO Reserved
Second Level Large Page Support (SLLPS):
This field indicates the super page sizes supported by hardware.
A value of 1 in any of these bits indicates the corresponding super-page size is
supported. The super-page sizes corresponding to various bit positions within this
field are:
3h .
37:34 RO e 0 = 21-bit offset to page frame (2MB)

e 1 = 30-bit offset to page frame (1GB)
e 2 = 39-bit offset to page frame (512GB)
e 3 = 48-bit offset to page frame (1TB)

Hardware implementations supporting a specific super-page size must support all
smaller super-page sizes, i.e. only valid values for this field are 0000b, 0001b,
0011b, 0111b, 1111b.
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Bit
Range

Default &
Access

Field Name (ID): Description

33:24

040h
RO

Fault-Recording Register Offset (FRO):

This field specifies the location to the first fault recording register relative to the
register base address of this remapping hardware unit.

If the register base address is X, and the value reported in this field is Y, the address
for the first fault recording register is calculated as X+(16*Y).

23

Oh
RO

Reserved

22

1h
RO

Zero Length Read (ZLR):

e 0 = Indicates the remapping hardware unit blocks (and treats as fault) zero length
DMA read requests to write-only pages.

e 1 = Indicates the remapping hardware unit supports zero length DMA read
requests to write-only pages.

DMA remapping hardware implementations are recommended to report ZLR field as

Set.

21:16

2Fh
RO

Maximum Guest Address Width (MGAW):

This field indicates the maximum DMA virtual addressability supported by remapping
hardware. The Maximum Guest Address Width (MGAW) is computed as (N+1), where
N is the value reported in this field. For example, a hardware implementation
supporting 48-bit MGAW reports a value of 47 (101111b) in this field.

If the value in this field is X, untranslated and translated DMA requests to addresses
above 2(x+1)-1 are always blocked by hardware. Translations requests to address
above 2(x+1)-1 from allowed devices return a null Translation Completion Data Entry
with R=W=0.

Guest addressability for a given DMA request is limited to the minimum of the value
reported through this field and the adjusted guest address width of the corresponding
page-table structure. (Adjusted guest address widths supported by hardware are
reported through the SAGAW field).

Implementations are recommended to support MGAW at least equal to the physical
addressability (host address width) of the platform.

15:13

Oh
RO

Reserved

12:8

04h
RO

Supported Adjusted Guest Address Widths (SAGAW):

This 5-bit field indicates the supported adjusted guest address widths (which in turn
represents the levels of page-table walks for the 4KB base page size) supported by
the hardware implementation.

A value of 1 in any of these bits indicates the corresponding adjusted guest address
width is supported. The adjusted guest address widths corresponding to various bit
positions within this field are:

e 0 = 30-bit AGAW (2-level page table)
e 1 = 39-bit AGAW (3-level page table)
e 2 = 48-bit AGAW (4-level page table)
e 3 = 57-bit AGAW (5-level page table)
e 4 = Reserved

Software must ensure that the adjusted guest address width used to setup the page
tables is one of the supported guest address widths reported in this field.

Oh
RO

Caching Mode (CM):

e 0 = Not-present and erroneous entries are not cached in any of the remapping
caches. Invalidations are not required for modifications to individual not present or
invalid entries. However, any modifications that result in decreasing the effective
permissions or partial permission increases require invalidations for them to be
effective.

e 1 = Not-present and erroneous mappings may be cached in the remapping
caches. Any software updates to the remapping structures (including updates to
not-present or erroneous entries) require explicit invalidation.

Hardware implementations of this architecture must support a value of 0 in this field.
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Bit Default & . . .
Range Access Field Name (ID): Description
Protected High-Memory Region (PHMR):
6 1h
RO e 0 = Indicates protected high-memory region is not supported.
e 1 = Indicates protected high-memory region is supported.
Protected Low-Memory Region (PLMR):
5 1h
RO e 0 = Indicates protected low-memory region is not supported.
e 1 = Indicates protected low-memory region is supported.
Required Write-Buffer Flushing (RWBF):
4 Oh e 0 = Indicates no write-buffer flushing is needed to ensure changes to memory-
RO resident structures are visible to hardware.
e 1 = Indicates software must explicitly flush the write buffers to ensure updates
made to memory-resident remapping structures are visible to hardware.
Advanced Fault Logging (AFL):
Oh
3 RO e 0: Indicates advanced fault logging is not supported. Only primary fault logging is
supported.
e 1: Indicates advanced fault logging is supported.
Number of Domains Supported (ND):
e (000b: Hardware supports 4-bit domain-ids with support for up to 16 domains.
e 001b: Hardware supports 6-bit domain-ids with support for up to 64 domains.
2:0 6h e 010b: Hardware supports 8-bit domain-ids with support for up to 256 domains.
RO e 011b: Hardware supports 10-bit domain-ids with support for up to 1024 domains.
e 100b: Hardware supports 12-bit domain-ids with support for up to 4K domains.
e 100b: Hardware supports 14-bit domain-ids with support for up to 16K domains.
e 110b: Hardware supports 16-bit domain-ids with support for up to 64K domains.
e 111b: Reserved.

Extended Capability Register
(ECAP_REG_0_0_O_VTDBAR) — Offset 10h

Register to report remapping hardware extended capabilities.

Type Size Offset Default
MMIO 64 bit GFXVTBAR + 10h 0000079E2FFO50DFh
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . L
Range Access Field Name (ID): Description
Oh
63:44 RO Reserved
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Bit Default & . B P
Range Access Field Name (ID): Description
PASID Support Limitation (PSL):
This field is valid only when Process Address Space ID Support (PASID) field (bit 40)
is reported as Set. When this field is reported as Set, extendedcontext-entries with
43 Oh PASID Enable (PASIDE) field Set do not support Requests-withoutPASID.

RO Hardware implementations must report a value of 0 in this field. Virtual
implementations may report a value of 1 in this field to disallow guest software from
using an extended-context-entry for both Virtual Address (VA) and I/0 Virtual
Address (IOVA) concurrently.

Page Request Draining Support (PDS):

1ih : : :

42 RO e 0 = Hardware does not support Page-Request Drain (PD) flag in Inv_wait_dsc.
e 1 = Hardware supports Page-Request Drain (PD) flag in Inv_wait_dsc.
This field is valid only when Device-TLB support field is reported as Set.
Device-TLB Invalidation Throttle (DIT):

1h

41 RO e 0 = Hardware does not support Device-TLB Invalidation Throttling.
e 1 = Hardware supports Device-TLB Invalidation Throttling.
This field is valid only when Page Request Support (PRS) field is reported as Set.
Process Address Space ID Support (PASID):

40 th

RO e 0 = Hardware does not support requests tagged with Process Address Space IDs.

e 1 = Hardware supports requests tagged with Process Address Space IDs.

PASID Size Supported (PSS):

This field reports the PASID size supported by the remapping hardware for requests-
13h with-PASID. A value of N in this field indicates hardware supports PASID field of N+1

39:35 bits (For example, value of 7 in this field, indicates 8-bit PASIDs are supported).

RO Requests-with-PASID with PASID value beyond the limit specified by this field are
treated as error by the remapping hardware.

This field is valid only when PASID field is reported as Set.

Extended Accessed Flag Support (EAFS):

1h e 0 = Hardware does not support the extended-accessed (EA) bit in first-level
34 RO paging-structure entries.

e 1 = Hardware supports the extended accessed (EA) bit in first-level paging-
structure entries.

This field is valid only when PASID field is reported as Set.

No Write Flag Support (NWFS):

33 1ih e 0 = Hardware ignores the No Write (NW) flag in Device-TLB translationrequests,
RO and behaves as if NW is always 0.

e 1 = Hardware supports the No Write (NW) flag in Device-TLB translationrequests.
This field is valid only when Device-TLB support (DT) field is reported as Set.

Oh
32 RO Reserved
Supervisor Request Support (SRS):
Oh : ) : .
31 RO e 0 = H/W does not support requests-with-PASID seeking supervisor privilege.
e 1 = H/W supports requests-with-PASID seeking supervisor privilege.
The field is valid only when PASID field is reported as Set.
Execute Request Support (ERS):
Oh : ) .
30 RO e 0 = H/W does not support requests-with-PASID seeking execute permission.

e 1 = H/W supports requests-with-PASID seeking execute permission.
This field is valid only when PASID field is reported as Set.
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Bit Default & . . .
Range Access Field Name (ID): Description
Page Request Support (PRS):
1h
29 RO e 0 = Hardware does not support Page Requests.
e 1 = Hardware supports Page Requests
This field is valid only when Device-TLB (DT) field is reported as Set.
o8 Oh IGN:
RO Ignore this field
Deferred Invalidate Support (DIS):
1h o :
27 RO e 0 = Hardware does not support deferred invalidations of IOTLB and Device-TLB.
e 1 = Hardware supports deferred invalidations of IOTLB and Device-TLB.
This field is valid only when PASID field is reported as Set.
Nested Translation Support (NEST):
1h
26 RO e 0 = Hardware does not support nested translations.
e 1 = Hardware supports nested translations.
This field is valid only when PASID field is reported as Set.
Memory Type Support (MTS):
e 0 = Hardware does not support Memory Type in first-level translation and
1h Extended Memory type in second-level translation.
25 RO e 1 = Hardware supports Memory Type in first-level translation and Extended
Memory type in second-level translation.
This field is valid only when PASID and ECS fields are reported as Set.
Remapping hardware units with, one or more devices that operate in processor
coherency domain, under its scope must report this field as Set.
Extended Context Support (ECS):
24 1h e 0 = Hardware does not support extended-root-entries and extended-context-
RO entries.
e 1 = Hardware supports extended-root-entries and extended-context-entries.
Implementations reporting PASID or PRS fields as Set, must report this field as Set.
Maximum Handle Mask Value (MHMV):
Fh The value in this field indicates the maximum supported value for the Handle Mask
23:20 RO (HM) field in the interrupt entry cache invalidation descriptor (iec_inv_dsc).
This field is valid only when the IR field in Extended Capability register is reported as
Set.
Oh
19:18 RO Reserved
IOTLB Register Offset (IRO):
This field specifies the offset to the IOTLB registers relative to the register base
050h h - :
17:8 RO address of this remapping hardware unit.
If the register base address is X, and the value reported in this field is Y, the address
for the first IOTLB invalidation register is calculated as X+(16*Y).
Snoop Control (SC):
- 1h
RO e 0 = Hardware does not support 1-setting of the SNP field in the page-table entries.
e 1 = Hardware supports the 1-setting of the SNP field in the page-table entries.

320
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Bit Default & . . P
Range Access Field Name (ID): Description
Pass Through (PT):
e 0 = Hardware does not support pass-through translation type in context entries
1h and extended-context-entries.
6 RO e 1 = Hardware supports pass-through translation type in context entries and
extended-context-entries.
Pass-through translation is specified through Translation-Type (T) field value of 10b in
context-entries, or T field value of 010b in extended-context-entries.
Hardware implementations supporting PASID must report a value of 1b in this field.
Oh
5 RO Reserved
Extended Interrupt Mode (EIM):
4 1ih e 0 = On Intel64 platforms, hardware supports only 8-bit APIC-IDs (XAPIC mode).
RO e 1 = On Intel64 platforms, hardware supports 32-bit APIC-IDs (x2APIC mode).
This field is valid only on Intel64 platforms reporting Interrupt Remapping support
(IR field Set).
Interrupt Remapping Support (IR):
3 1h e 0 = Hardware does not support interrupt remapping.
RO e 1 = Hardware supports interrupt remapping.
Implementations reporting this field as Set must also support Queued Invalidation
(QI).
Device-TLB Support (DT):
e 0 = Hardware does not support device-IOTLBs.
2 1h e 1 = Hardware supports Device-IOTLBs.
RO Implementations reporting this field as Set must also support Queued Invalidation
QD).
Hardware implementations supporting I/O Page Requests (PRS field Set in Extended
Capability register) must report a value of 1b in this field.
Queued Invalidation Support (QI):
1 1h
RO e 0 = Hardware does not support queued invalidations.
e 1 = Hardware supports queued invalidations.
Page-Walk Coherency (C):
This field indicates if hardware access to the root, context, extended-context and
interrupt-remap tables, and second-level paging structures for requests-without-
PASID, are coherent (snooped) or not.
0 1h
RO e 0 = Indicates hardware accesses to remapping structures are non-coherent.
e 1 = Indicates hardware accesses to remapping structures are coherent.
Hardware access to advanced fault log, invalidation queue, invalidation semaphore,
page-request queue, PASID-table, PASID-state table, and first-level page-tables are
always coherent.

3.9.5 Global Command Register (GCMD_REG_0_0_0_VTDBAR)

— Offset 18h

Register to control remapping hardware. If multiple control fields in this register need
to be modified, software must serialize the modifications through multiple writes to this

register
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Register to control r mapping hardware. If multiple control fields in this register need to
be modified, software must serialize the modifications through multiple writes to this
register

e 1. Tmp = Read GSTS_REG

e 2. Status = (Tmp & 96FFFFFFh) // Reset the one-shot bits
e 3. Command = (Status | (Y << X))

e 4, Write Command to GCMD_REG

e 5. Wait until GSTS_REG[X] indicates command is serviced.

Type Size Offset Default

MMIO 32 bit GFXVTBAR + 18h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . I
Range Access Field Name (ID): Description

Translation Enable (TE):
Software writes to this field to request hardware to enable/disable DMA-remapping:

e 0 = Disable DMA remapping.
e 1 = Enable DMA remapping.

Hardware reports the status of the translation enable operation through the TES field

oh in the Global Status register.

31 RW There may be active DMA requests in the platform when software updates this field.
Hardware must enable or disable remapping logic only at deterministic transaction

boundaries, so that any in-flight transaction is either subject to remapping or not at

all.

Hardware implementations supporting DMA draining must drain any in-flight DMA

read/write requests queued within the Root-Complex before completing the

translation enable command and reflecting the status of the command through the

TES field in the Global Status register.

The value returned on a read of this field is undefined.

Set Root Table Pointer (SRTP):

Software sets this field to set/update the root-entry table pointer used by hardware.

The root-entry table pointer is specified through the Root-entry Table Address

(RTA_REG) register.

Hardware reports the status of the Set Root Table Pointer operation through the RTPS

field in the Global Status register.

The Set Root Table Pointer operation must be performed before enabling or re-
enabling (after disabling) DMA remapping through the TE field.

30 Oh .After a Set Root Table Pointer operation, software must globally invalidate the

WO context cache and then globally invalidate of IOTLB. This is required to ensure

hardware uses only the remapping structures referenced by the new root table

pointer, and not stale cached entries.

While DMA remapping hardware is active, software may update the root table pointer

through this field. However, to ensure valid in-flight DMA requests are

deterministically remapped, software must ensure that the structures referenced by

the new root table pointer are programmed to provide the same remapping results as

the structures referenced by the previous root-table pointer.

Clearing this bit has no effect. The value returned on read of this field is undefined.
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Bit Default & . B A
Range Access Field Name (ID): Description

Set Fault Log (SFL):

This field is valid only for implementations supporting advanced fault logging.

Software sets this field to request hardware to set/update the fault-log pointer used

by hardware. The fault-log pointer is specified through Advanced Fault Log register.

29 Oh Hardware reports the status of the Set Fault Log operation through the FLS field in

RO the Global Status register.

The fault log pointer must be set before enabling advanced fault logging (through

EAFL field). Once advanced fault logging is enabled, the fault log pointer may be

updated through this field while DMA remapping is active.

Clearing this bit has no effect. The value returned on read of this field is undefined.

Enable Advanced Fault Logging (EAFL):

This field is valid only for implementations supporting advanced fault logging.

Software writes to this field to request hardware to enable or disable advanced fault

logging:

o8 Oh e (0 = Disable advanced fault logging. In this case, translation faults are reported

RO through the Fault Recording registers.

e 1 = Enable use of memory-resident fault log. When enabled, translation faults are
recorded in the memory-resident log. The fault log pointer must be set in
hardware (through the SFL field) before enabling advanced fault logging.
Hardware reports the status of the advanced fault logging enable operation
through the AFLS field in the Global Status register.

The value returned on read of this field is undefined.

Write Buffer Flush (WBF):

This bit is valid only for implementations requiring write buffer flushing.

Software sets this field to request that hardware flush the Root-Complex internal

27 Oh write buffers. This is done to ensure any updates to the memory-resident remapping

RO structures are not held in any internal write posting buffers.

Hardware reports the status of the write buffer flushing operation through the WBFS

field in the Global Status register.

Clearing this bit has no effect. The value returned on a read of this field is undefined.

Queued Invalidation Enable (QIE):

This field is valid only for implementations supporting queued invalidations.

Software writes to this field to enable or disable queued invalidations.

Oh

26 RW e 0 = Disable queued invalidations.

e 1 = Enable use of queued invalidations.

Hardware reports the status of queued invalidation enable operation through QIES

field in the Global Status register.

The value returned on a read of this field is undefined.

Interrupt Remapping Enable (IRE):

This field is valid only for implementations supporting interrupt remapping.

e 0 = Disable interrupt-remapping hardware.

e 1 = Enable interrupt-remapping hardware.

Hardware reports the status of the interrupt remapping enable operation through the

oh IRES field in the Global Status register.

25 RW There may be active interrupt requests in the platform when software updates this
field. Hardware must enable or disable interrupt-remapping logic only at
deterministic transaction boundaries, so that any in-flight interrupts are either
subject to remapping or not at all.

Hardware implementations must drain any in-flight interrupts requests queued in the

Root-Complex before completing the interrupt-remapping enable command and

reflecting the status of the command through the IRES field in the Global Status

register.

The value returned on a read of this field is undefined.
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Bit
Range

Default &
Access

Field Name (ID): Description

24

Oh
WO

Set Interrupt Remap Table Pointer (SIRTP):
This field is valid only for implementations supporting interrupt-remapping.

Software sets this field to set/update the interrupt remapping table pointer used by
hardware. The interrupt remapping table pointer is specified through the Interrupt
Remapping Table Address (IRTA_REG) register.

Hardware reports the status of the Set Interrupt Remap Table Pointer operation
through the IRTPS field in the Global Status register.

The Set Interrupt Remap Table Pointer operation must be performed before enabling
or re-enabling (after disabling) interrupt-remapping hardware through the IRE field.

After a Set Interrupt Remap Table Pointer operation, software must globally
invalidate the interrupt entry cache. This is required to ensure hardware uses only
the interrupt-remapping entries referenced by the new interrupt remap table pointer,
and not any stale cached entries.

While interrupt remapping is active, software may update the interrupt remapping
table pointer through this field. However, to ensure valid in-flight interrupt requests
are deterministically remapped, software must ensure that the structures referenced
by the new interrupt remap table pointer are programmed to provide the same
remapping results as the structures referenced by the previous interrupt remap table
pointer.

Clearing this bit has no effect. The value returned on a read of this field is undefined.

23

Oh
RW

Compatibility Format Interrupt (CFI):
This field is valid only for Intel64 implementations supporting interrupt-remapping.

Software writes to this field to enable or disable Compatibility Format interrupts on
Intel64 platforms. The value in this field is effective only when interrupt-remapping is
enabled and Extended Interrupt Mode (x2APIC mode) is not enabled.

e 0 = Block Compatibility format interrupts.

e 1 = Process Compatibility format interrupts as pass-through (bypass interrupt
remapping).

Hardware reports the status of updating this field through the CFIS field in the Global

Status register.

The value returned on a read of this field is undefined.

Oh
RO

Reserved

3.9.6 Global Status Register (GSTS_REG_0_0_O_VTDBAR) —
Offset 1Ch

Register to report general remapping hardware status.

324
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Type Size Offset Default
MMIO 32 bit GFXVTBAR + 1Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . P
Range Access Field Name (ID): Description
Translation Enable Status (TES):
oh This field indicates the status of DMA-remapping hardware.
31 T ropv
e 0 = DMA-remapping hardware is not enabled.
e 1 = DMA-remapping hardware is enabled
Root Table Pointer Status (RTPS):
This field indicates the status of the root- table pointer in hardware.
30 Oh This field is cleared by hardware when software sets the SRTP field in the Global
RO/V Command register. This field is set by hardware when hardware completes the Set
Root Table Pointer operation using the value provided in the Root-Entry Table Address
register.
Fault Log Status (FLS):
This field:
29 Oh
RO ¢ Is cleared by hardware when software Sets the SFL field in the Global Command
register.
e Is Set by hardware when hardware completes the Set Fault Log Pointer operation
using the value provided in the Advanced Fault Log register.
Advanced Fault Logging Status (AFLS):
This field is valid only for implementations supporting advanced fault logging. It
Oh indicates the advanced fault logging status:
28
RO
e 0 = Advanced Fault Logging is not enabled.
e 1 = Advanced Fault Logging is enabled.
Write Buffer Flush Status (WBFS):
This field is valid only for implementations requiring write buffer flushing. This field
indicates the status of the write buffer flush command. It is:
27 oh
RO e Set by hardware when software sets the WBF field in the Global Command
register.
e Cleared by hardware when hardware completes the write buffer flushing
operation.
Queued Invalidation Enable Status (QIES):
oh This field indicates queued invalidation enable status.
2 RO/V ) e
e 0 = queued invalidation is not enabled.
e 1 = queued invalidation is enabled
Interrupt Remapping Enable Status (IRES):
oh This field indicates the status of Interrupt-remapping hardware.
25
RO/V ) )
e 0 = Interrupt-remapping hardware is not enabled.
e 1 = Interrupt-remapping hardware is enabled
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Bit Default & . . N
Range Access Field Name (ID): Description
Interrupt Remapping Pointer Status (IRTPS):
This field indicates the status of the interrupt remapping table pointer in hardware.
24 Oh This field is cleared by hardware when software sets the SIRTP field in the Global
RO/V Command register. This field is Set by hardware when hardware completes the set
interrupt remap table pointer operation using the value provided in the Interrupt
Remapping Table Address register.
Compatibility Format Interrupt Status (CFIS):
This field indicates the status of Compatibility format interrupts on Intel64
implementations supporting interrupt-remapping. The value reported in this field is
applicable only when interrupt-remapping is enabled and Extended Interrupt Mode
23 Oh (x2APIC mode) is not enabled.
RO/V
e 0 = Compatibility format interrupts are blocked.
e 1 = Compatibility format interrupts are processed as pass-through (bypassing
interrupt remapping).
Oh
22:0 RO Reserved

3.9.7 Root Table Address Register
(RTADDR_REG_0_0_O_VTDBAR) — Offset 20h

Register providing the base address of root-entry table.

Type Size Offset Default
MMIO 64 bit GFXVTBAR + 20h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) .
Range Access Field Name (ID): Description
Oh
63:52 RO Reserved
Root Table Address (RTA):
This register points to base of page aligned, 4KB-sized root-entry table in system
00000000 | memory. Hardware ignores and not implements bits 63:HAW, where HAW is the host
51:12 00h address width.
RW Software specifies the base address of the root-entry table through this register, and
programs it in hardware through the SRTP field in the Global Command register.
Reads of this register returns value that was last programmed to it.
Root Table Type (RTT):
This field specifies the type of root-table referenced by the Root Table Address (RTA)
oh field:
11
RW
e 0 = Root Table.
e 1 = Extended Root Table
Oh
10:0 RO Reserved
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3.9.8 Context Command Register (CCMD_REG_0_0_0_VTDBAR)
— Offset 28h

Register to manage context cache. The act of writing the uppermost byte of the
CCMD_REG with the ICC field Set causes the hardware to perform the context-cache

invalidation.
Type Size Offset Default
MMIO 64 bit GFXVTBAR + 28h 0800000000000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default &

Range Access Field Name (ID): Description

Invalidate Context Cache (ICC):

Software requests invalidation of context-cache by setting this field. Software must
also set the requested invalidation granularity by programming the CIRG field.
Software must read back and check the ICC field is Clear to confirm the invalidation is
complete. Software must not update this register when this field is set.

Hardware clears the ICC field to indicate the invalidation request is complete.
Hardware also indicates the granularity at which the invalidation operation was

Oh performed through the CAIG field.

RW/V Software must submit a context-cache invalidation request through this field only
when there are no invalidation requests pending at this remapping hardware unit.
Since information from the context-cache may be used by hardware to tag IOTLB
entries, software must perform domain-selective (or global) invalidation of IOTLB
after the context cache invalidation has completed.

Hardware implementations reporting write-buffer flushing requirement (RWBF=1 in
Capability register) must implicitly perform a write buffer flush before invalidating the
context cache.

63

Context Invalidation Request Granularity (CIRG):

Software provides the requested invalidation granularity through this field when
setting the ICC field:

e 00: Reserved.
e 01: Global Invalidation request.

oOh e 10: Domain-selective invalidation request. The target domain-id must be specified
62:61 in the DID field.

RW

e 11: Device-selective invalidation request. The target source-id(s) must be
specified through the SID and FM fields, and the domain-id (that was programmed
in the context-entry for these device(s)) must be provided in the DID field.

Hardware implementations may process an invalidation request by performing
invalidation at a coarser granularity than requested. Hardware indicates completion
of the invalidation request by clearing the ICC field. At this time, hardware also
indicates the granularity at which the actual invalidation was performed through the
CAIG field.
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Bit Default & . . s
Range Access Field Name (ID): Description

Context Actual Invalidation Granularity (CAIG):

Hardware reports the granularity at which an invalidation request was processed

through the CAIG field at the time of reporting invalidation completion (by clearing

the ICC field).

The following are the encodings for this field:

60:59 1h e 00: Reserved.
: RO/V e 01: Global Invalidation performed. This could be in response to a global, domain-
selective or device-selective invalidation request.

e 10: Domain-selective invalidation performed using the domain-id specified by
software in the DID field. This could be in response to a domain-selective or
device-selective invalidation request.

e 11: Device-selective invalidation performed using the source-id and domain-id
specified by software in the SID and FM fields. This can only be in response to a
device-selective invalidation request.

Oh
58:34 RO Reserved

Function Mask (FM):

Software may use the Function Mask to perform device-selective invalidations on

behalf of devices supporting PCI Express Phantom Functions...This field specifies

which bits of the function number portion (least significant three bits) of the SID field
to mask when performing device-selective invalidations. The following encodings are
defined for this field:
33:32 Oh
RW « 00: No bits in the SID field masked.

e 01: Mask most significant bit of function number in the SID field.

e 10: Mask two most significant bit of function number in the SID field.

e 11: Mask all three bits of function number in the SID field.

The context-entries corresponding to all the source-ids specified through the FM and

SID fields must have to the domain-id specified in the DID field.

SID:

31:16 0000h Indicates the source-id of the device whose corresponding context-entry needs to be
' RW selectively invalidated. This field along with the FM field must be programmed by
software for device-selective invalidation requests.

DID:

Indicates the id of the domain whose context-entries need to be selectively

invalidated. This field must be programmed by software for both domain-selective

15:0 0000h and device-selective invalidation requests.
RW The Capability register reports the domain-id width supported by hardware. Software

must ensure that the value written to this field is within this limit. Hardware may
ignore and not implement bits15:N, where N is the supported domain-id width
reported in the Capability register.

Fault Status Register (FSTS_REG_0_0_O_VTDBAR) —
Offset 34h

Register indicating the various error status.
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Type Size Offset Default
MMIO 32 bit GFXVTBAR + 34h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:16 RO Reserved
Fault Record Index (FRI):
00h This field is valid only when the PPF field is Set.
15:8 RO The FRI field indicates the index (from base) of the fault recording register to which
the first pending fault was recorded when the PPF field was Set by hardware.
The value read from this field is undefined when the PPF field is clear.
oh Page Request Overflow (PRO):
7 RW/1C Hardware detected a Page Request Overflow error. Hardware implementations not
supporting the Page Request Queue implement this bit as RsvdZ.
Invalidation Time-out Error (ITE):
Hardware detected a Device-IOTLB invalidation completion time-out. At this time, a
6 Oh fault event may be generated based on the programming of the Fault Event Control
RW/1C register.
Hardware implementations not supporting device Device-IOTLBs implement this bit
as RsvdZ.
Invalidation Completion Error (ICE):
Hardware received an unexpected or invalid Device-IOTLB invalidation completion.
Oh This could be due to either an invalid ITag or invalid source-id in an invalidation
5 1ic completion response. At this time, a fault event may be generated based on the
Rw/ programming of hte Fault Event Control register.
Hardware implementations not supporting Device-IOTLBs implement this bit as
RsvdZ.
Invalidation Queue Error (IQE):
Hardware detected an error associated with the invalidation queue. This could be due
to either a hardware error while fetching a descriptor from the invalidation queue, or
4 Oh hardware detecting an erroneous or invalid descriptor in the invalidation queue. At
RW/1C this time, a fault event may be generated based on the programming of the Fault
Event Control register.
Hardware implementations not supporting queued invalidations implement this bit as
RsvdZ.
Advanced Pending Fault (APF):
When this field is Clear, hardware sets this field when the first fault record (at index
3 Oh 0) is written to a fault log. At this time, a fault event is generated based on the
RO programming of the Fault Event Control register.
Software writing 1 to this field clears it. Hardware implementations not supporting
advanced fault logging implement this bit as RsvdZ.
Advanced Fault Overflow (AFO):
Hardware sets this field to indicate advanced fault log overflow condition. At this
oh time, a fault event is generated based on the programming of the Fault Event Control
2 register.
RO Software writing 1 to this field clears it.
Hardware implementations not supporting advanced fault logging implement this bit
as RsvdZ.
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Bit Default & . . .
Range Access Field Name (ID): Description

Primary Pending Fault (PPF):

This field indicates if there are one or more pending faults logged in the fault

recording registers. Hardware computes this field as the logical OR of Fault (F) fields

across all the fault recording registers of this remapping hardware unit.
Oh
1
RO/V e 0 = No pending faults in any of the fault recording registers.

e 1 = One or more fault recording registers has pending faults. The FRI field is
updated by hardware whenever the PPF field is set by hardware. Also, depending
on the programming of Fault Event Control register, a fault event is generated
when hardware sets this field.

Primary Fault Overflow (PFO):

0 Oh Hardware sets this field to indicate overflow of fault recording registers. Software
RW/1C writing 1 clears this field. When this field is Set, hardware does not record any new

faults until software clears this field.

Fault Event Control Register
(FECTL_REG_O0_O0_O_VTDBAR) — Offset 38h

Register specifying the fault event interrupt message control bits.

Type Size Offset Default
MMIO 32 bit GFXVTBAR + 38h 80000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) T
Range Access Field Name (ID): Description
Interrupt Mask (IM):
h e 0 = No masking of interrupt. When an interrupt condition is detected, hardware
31 1 issues an interrupt message (using the Fault Event Data and Fault Event Address
RW register values).

e 1 = This is the value on reset. Software may mask interrupt message generation
by setting this field. Hardware is prohibited from sending the interrupt message
when this field is set.
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Bit Default & . . R
Range Access Field Name (ID): Description

Interrupt Pending (IP):

Hardware sets the IP field whenever it detects an interrupt condition, which is defined

as:

e When primary fault logging is active, an interrupt condition occurs when hardware
records a fault through one of the Fault Recording registers and sets the PPF field
in Fault Status register.

e When advanced fault logging is active, an interrupt condition occurs when
hardware records a fault in the first fault record (at index 0) of the current fault
log and sets the APF field in the Fault Status register.

e Hardware detected error associated with the Invalidation Queue, setting the IQE
field in the Fault Status register.

e Hardware detected invalid Device-IOTLB invalidation completion, setting the ICE
field in the Fault Status register.

e Hardware detected Device-1OTLB invalidation completion time-out, setting the ITE
field in the Fault Status register.

30 Oh If any of the status fields in the Fault Status register was already Set at the time of
RO/V setting any of these fields, it is not treated as a new interrupt condition.

The IP field is kept set by hardware while the interrupt message is held pending. The

interrupt message could be held pending due to interrupt mask (IM field) being Set

or other transient hardware conditions.

The IP field is cleared by hardware as soon as the interrupt message pending

condition is serviced. This could be due to either:

e Hardware issuing the interrupt message due to either change in the transient
hardware condition that caused interrupt message to be held pending, or due to
software clearing the IM field.

e Software servicing all the pending interrupt status fields in the Fault Status
register as follows:

- When primary fault logging is active, software clearing the Fault (F) field in all
the Fault Recording registers with faults, causing the PPF field in Fault Status
register to be evaluated as clear.

- Software clearing other status fields in the Fault Status register by writing back
the value read from the respective fields.

Oh
29:0 RO Reserved

3.9.11 Fault Event Data Register (FEDATA_REG_0_0_O_VTDBAR)
— Offset 3Ch

Register specifying the interrupt message data
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Type Size Offset Default
MMIO 32 bit GFXVTBAR + 3Ch 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Extended Interrupt Message Data (EIMD):
31:16 0000h This field is valid only for implementations supporting 32-bit interrupt data fields.
' RW Hardware implementations supporting only 16-bit interrupt data may treat this field
as RsvdZ.
15:0 0000h Interrupt Message Data (IMD):
' RW Data value in the interrupt request.

3.9.12 Fault Event Address Register
(FEADDR_REG_0_0_0O_VTDBAR) — Offset 40h

Register specifying the interrupt message address.

Type Size Offset Default
MMIO 32 bit GFXVTBAR + 40h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . I
Range Access Field Name (ID): Description
00000000 | Message Address (MA):
31:2 h When fault events are enabled, the contents of this register specify the DWORD-
RW aligned address (bits 31:2) for the interrupt request.
Oh
1:0 RO Reserved

3.9.13 Fault Event Upper Address Register
(FEUADDR_REG_0_0_O_VTDBAR) — Offset 44h

Register specifying the interrupt message upper address.

332
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Type Size Offset Default
MMIO 32 bit GFXVTBAR + 44h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Message Upper Address (MUA):
00000000 | Hardware implementations supporting Extended Interrupt Mode are required to
31:0 h implement this register.
RW Hardware implementations not supporting Extended Interrupt Mode may treat this
field as RsvdZ.

3.9.14 Advanced Fault Log Register
(AFLOG_REG_O0_0O_O_VTDBAR) — Offset 58h

Register to specify the base address of the memory-resident fault-log region. This
register is treated as RsvdZ for implementations not supporting advanced translation
fault logging (AFL field reported as 0 in the Capability register).

Type Size Offset Default
MMIO 64 bit GFXVTBAR + 58h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
Fault Log Address (FLA):
This field specifies the base of 4KB aligned fault-log region in system memory.
00000000 | Hardware ignores and does not implement bits 63:HAW, where HAW is the host
63:12 00000h address width.

' RO Software specifies the base address and size of the fault log region through this
register, and programs it in hardware through the SFL field in the Global Command
register. When implemented, reads of this field return the value that was last
programmed to it.

Fault Log Size (FLS):
oh This field specifies the size of the fault log region pointed by the FLA field. The size of
11:9 RO the fault log region is 2X * 4KB, where X is the value programmed in this register.
When implemented, reads of this field return the value that was last programmed to
it.
Oh
8:0 RO Reserved
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Protected Memory Enable Register
(PMEN_REG_0_0_O0_VTDBAR) — Offset 64h

Register to enable the DMA-protected memory regions setup through the
PLMBASE,..PLMLIMT, PHMBASE, PHMLIMIT registers. This register is always treated as
RO for implementations not supporting protected memory regions (PLMR and PHMR
fields reported as Clear in the Capability register).

Protected memory regions may be used by software to securely initialize remapping
structures in memory. To avoid impact to legacy BIOS usage of memory, software is
recommended to not overlap protected memory regions with any reserved memory
regions of the platform reported through the Reserved Memory Region Reporting
(RMRR) structures.

Type Size Offset Default

MMIO 32 bit GFXVTBAR + 64h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default &

Range Access Field Name (ID): Description

Enable Protected Memory (EPM):

This field controls DMA accesses to the protected low-memory and protected high-
memory regions.

e 0 = Protected memory regions are disabled.

e 1 = Protected memory regions are enabled.DMA requests accessing protected
memory regions are handled as follows:

- When DMA remapping is not enabled, all DMA requests accessing protected
memory regions are blocked.

- When DMA remapping is enabled:

e DMA requests processed as pass-through (Translation Type value of 10b in
Context-Entry) and accessing the protected memory regions are blocked.

e DMA requests with translated address (AT=10b) and accessing the protected

Oh memory regions are blocked.

RW * DMA requests that are subject to address remapping, and accessing the
protected memory regions may or may not be blocked by hardware. For such
requests, software must not depend on hardware protection of the protected
memory regions, and instead program the DMA-remapping page-tables to
not allow DMA to protected memory regions.

Remapping hardware access to the remapping structures are not subject to protected

memory region checks.

DMA requests blocked due to protected memory region violation are not recorded or

reported as remapping faults.

Hardware reports the status of the protected memory enable/disable operation

through the PRS field in this register.Hardware implementations supporting DMA

draining must drain any in-flight translated DMA requests queued within the Root-

Complex before indicating the protected memory region as enabled through the PRS

field.

After writing to this field software must wait for the operation to be completed and

reflected in the PRS status field (bit 0) before changing the value of this field again.

31

Oh
30:1 RO Reserved
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3.9.17

Bit Default & . . P
Range Access Field Name (ID): Description
Protected Region Status (PRS):
oh This field indicates the status of protected memory region(s):
0 RO/V ) .
e 0 = Protected memory region(s) disabled.
e 1 = Protected memory region(s) enabled.

Protected Low Memory Base Register
(PLMBASE_REG_0_0_O_VTDBAR) — Offset 68h

Register to set up the base address of DMA-protected low-memory region below 4GB.
This register must be set up before enabling protected memory through PMEN_REG,
and must not be updated when protected memory regions are enabled.

This register is always treated as RO for implementations not supporting protected low
memory region (PLMR field reported as Clear in the Capability register).

The alignment of the protected low memory region base depends on the number of
reserved bits (N:0) of this register. Software may determine N by writing all 1s to this
register, and finding the most significant zero bit position with 0 in the value read back
from the register. Bits N:0 of this register is decoded by hardware as all 0s...Software
must setup the protected low memory region below 4GB.

Software must not modify this register when protected memory regions are enabled
(PRS field Set in PMEN_REG).

Type Size Offset Default

MMIO 32 bit GFXVTBAR + 68h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default & . . P
Range Access Field Name (ID): Description
31:20 000h Protected Low-Memory Base (PLMB):
' RW This register specifies the base of protected low-memory region in system memory.
Oh
19:0 RO Reserved

Protected Low-Memory Limit Register
(PLMLIMIT_REG_0_O0_O_VTDBAR) — Offset 6Ch

Register to set up the limit address of DMA-protected low-memory region below 4GB.
This register must be set up before enabling protected memory through PMEN_REG,
and must not be updated when protected memory regions are enabled

This register is always treated as RO for implementations not supporting protected low
memory region (PLMR field reported as Clear in the Capability register)
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The alignment of the protected low memory region limit depends on the number of
reserved bits (N:0) of this register. Software may determine N by writing all 1s to this
register, and finding most significant zero bit position with 0 in the value read back from
the register. Bits N:0 of the limit register is decoded by hardware as all 1s

The Protected low-memory base and limit registers functions as follows:

e Programming the protected low-memory base and limit registers with the same
value in bits 31: (N+1) specifies a protected low-memory region of size 2(N+1)
bytes

e Programming the protected low-memory limit register with a value less than the
protected low-memory base register disables the protected low-memory region

Software must not modify this register when protected memory regions are enabled
(PRS field Set in PMEN_REG).

Type Size Offset Default

MMIO 32 bit GFXVTBAR + 6Ch 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . -
Range Access Field Name (ID): Description

000h Protected Low-Memory Limit (PLML):
31:20 This register specifies the last host physical address of the DMA-protected low-

RW memory region in system memory.
Oh
19:0 RO Reserved

Protected High-Memory Base Register
(PHMBASE_REG_0_0_O0_VTDBAR) — Offset 70h

Register to set up the base address of DMA-protected high-memory region. This
register must be set up before enabling protected memory through PMEN_REG, and
must not be updated when protected memory regions are enabled

This register is always treated as RO for implementations not supporting protected high
memory region (PHMR field reported as Clear in the Capability register)

The alignment of the protected high memory region base depends on the number of
reserved bits (N:0) of this register. Software may determine N by writing all 1s to this
register, and finding most significant zero bit position below host address width (HAW)
in the value read back from the register. Bits N:0 of this register are decoded by
hardware as all Os

Software may setup the protected high memory region either above or below 4GB

Software must not modify this register when protected memory regions are enabled
(PRS field Set in PMEN_REG).
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Type Size Offset Default

MMIO 64 bit GFXVTBAR + 70h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:39 RO Reserved
Protected High-Memory Base (PHMB):
38:20 00000h This register specifies the base of protected (high) memory region in system memory
' RW Hardware ignores, and does not implement, bits 63:HAW, where HAW is the host
address width.
Oh
19:0 RO Reserved

Protected High-Memory Limit Register
(PHMLIMIT_REG_O0_0_O0_VTDBAR) — Offset 78h

Register to set up the limit address of DMA-protected high-memory region. This
register must be set up before enabling protected memory through PMEN_REG, and
must not be updated when protected memory regions are enabled

This register is always treated as RO for implementations not supporting protected high
memory region (PHMR field reported as Clear in the Capability register)

The alignment of the protected high memory region limit depends on the number of
reserved bits (N:0) of this register. Software may determine the value of N by writing
all 1s to this register, and finding most significant zero bit position below host address
width (HAW) in the value read back from the register. Bits N:0 of the limit register is
decoded by hardware as all 1s

The protected high-memory base & limit registers functions as follows

e Programming the protected low-memory base and limit registers with the same
value in bits HAW:(N+1) specifies a protected low-memory region of size 2(N+1)
bytes

e Programming the protected high-memory limit register with a value less than the
protected high-memory base register disables the protected high-memory region

Software must not modify this register when protected memory regions are enabled
(PRS field Set in PMEN_REG).
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Type Size Offset Default
MMIO 64 bit GFXVTBAR + 78h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
63:39 RO Reserved
Protected High-Memory Limit (PHML):
00000h This register specifies the last host physical address of the DMA-protected high-
38:20 RW memory region in system memory
Hardware ignores and does not implement bits 63:HAW, where HAW is the host
address width.
Oh
19:0 RO Reserved

Invalidation Queue Head Register
(IQH_REG_0_0_O_VTDBAR) — Offset 80h

Register indicating the invalidation queue head. This register is treated as RsvdZ by
implementations reporting Queued Invalidation (QI) as not supported in the Extended

Capability register.

Type Size Offset Default
MMIO 64 bit GFXVTBAR + 80h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . I
Range Access Field Name (ID): Description
Oh
63:19 RO Reserved
Queue Head (QH):
0000h Specifies the offset (128-bit aligned) to the invalidation queue for the command that
18:4 ROV will be fetched next by hardware
Hardware resets this field to 0 whenever the queued invalidation is disabled (QIES
field Clear in the Global Status register).
Oh
3:0 RO Reserved
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3.9.21 Invalidation Queue Tail Register
(IQT_REG_0_0_O_VTDBAR) — Offset 88h

Register indicating the invalidation tail head. This register is treated as RsvdZ by
implementations reporting Queued Invalidation (QI) as not supported in the Extended
Capability register.

Type Size Offset Default
MMIO 64 bit GFXVTBAR + 88h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:19 RO Reserved
0000h Queue Tail (QT):
18:4 RW Specifies the offset (128-bit aligned) to the invalidation queue for the command that
will be written next by software.
Oh
3:0 RO Reserved

3.9.22 Invalidation Queue Address Register
(IQA_REG_O0_O0_O_VTDBAR) — Offset 90h

Register to configure the base address and size of the invalidation queue. This register
is treated as RsvdZ by implementations reporting Queued Invalidation (QI) as not
supported in the Extended Capability register.

Type Size Offset Default
MMIO 64 bit GFXVTBAR + 90h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . R
Range Access Field Name (ID): Description
Oh
63:39 RO Reserved
Invalidation Queue Base Address (IQA):
38:12 0000000h | This field points to the base of 4KB aligned invalidation request queue. Hardware
' RW ignores and does not implement bits 63:HAW, where HAW is the host address width
Reads of this field return the value that was last programmed to it.
Oh
11:3 RO Reserved
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Bit Default & . . A
Range Access Field Name (ID): Description
Queue Size (QS):
2:0 Oh This field specifies the size of the invalidation request queue. A value of X in this field
' RW indicates an invalidation request queue of (2~X) 4KB pages. The number of entries in
the invalidation queue is 2~ (X + 8).

Invalidation Completion Status Register
(ICS_REG_O0_0_O0_VTDBAR) — Offset 9Ch

Register to report completion status of invalidation wait descriptor with Interrupt Flag
(IF) Set

This register is treated as RsvdZ by implementations reporting Queued Invalidation
(QI) as not supported in the Extended Capability register.

Type Size Offset Default

MMIO 32 bit GFXVTBAR + 9Ch 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
31:1 RO Reserved
Invalidation Wait Descriptor Complete (IWC):
0 Oh Indicates completion of Invalidation Wait Descriptor with Interrupt Flag (IF) field Set.
RW/1C Hardware implementations not supporting queued invalidations implement this field
as RsvdZ.

Invalidation Event Control Register
(IECTL_REG_O0_O0_O_VTDBAR) — Offset AOh

Register specifying the invalidation event interrupt control bits

This register is treated as RsvdZ by implementations reporting Queued Invalidation
(QI) as not supported in the Extended Capability register.
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Type Size Offset Default

MMIO 32 bit GFXVTBAR + AOh 80000000h

Register Level Access:

BIOS Access SMM Access OS Access

RW RW RW

Bit Default &

Range Access Field Name (ID): Description

Interrupt Mask (IM):

e 0= No masking of interrupt. When a invalidation event condition is detected,
31 1h hardware issues an interrupt message (using the Invalidation Event Data &
RW Invalidation Event Address register values)
e 1= This is the value on reset. Software may mask interrupt message generation
by setting this field. Hardware is prohibited from sending the interrupt message
when this field is Set.

Interrupt Pending (IP):

Hardware sets the IP field whenever it detects an interrupt condition. Interrupt
condition is defined as:

e An Invalidation Wait Descriptor with Interrupt Flag (IF) field Set completed, setting
the IWC field in the Invalidation Completion Status register

e If the IWC field in the Invalidation Completion Status register was already Set at

the time of setting this field, it is not treated as a new interrupt condition

30 Oh The IP field is kept Set by hardware while the interrupt message is held pending. The

RO/V interrupt message could be held pending due to interrupt mask (IM field) being Set,

or due to other transient hardware conditions. The IP field is cleared by hardware as

soon as the interrupt message pending condition is serviced. This could be due to

either:

e 0= Hardware issuing the interrupt message due to either change in the transient
hardware condition that caused interrupt message to be held pending or due to
software clearing the IM field

e 1= Software servicing the IWC field in the Invalidation Completion Status register.

Oh
29:0 RO Reserved

3.9.25 Invalidation Event Data Register
(IEDATA_REG_O0_O0_O_VTDBAR) — Offset A4h

Register specifying the Invalidation Event interrupt message data

This register is treated as RsvdZ by implementations reporting Queued Invalidation
(QI) as not supported in the Extended Capability register.
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Type Size Offset Default

MMIO 32 bit GFXVTBAR + A4h 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . -
Range Access Field Name (ID): Description

Extended Interrupt Message Data (EIMD):

31:16 0000h This field is valid only for implementations supporting 32-bit interrupt data fields
' RW Hardware implementations supporting only 16-bit interrupt data treat this field as
Rsvd.
15:0 0000h Interrupt Message Data (IMD):
' RW Data value in the interrupt request.

3.9.26 Invalidation Event Address Register
(IEADDR_REG_0_0_0O_VTDBAR) — Offset A8h

Register specifying the Invalidation Event Interrupt message address

This register is treated as RsvdZ by implementations reporting Queued Invalidation
(QI) as not supported in the Extended Capability register.

Note: Bit definitions are the same as FEADDR_REG_0_0_0_VTDBAR, offset 40h.

3.9.27 Invalidation Event Upper Address Register
(IEUADDR_REG_0_0_O0_VTDBAR) — Offset ACh

Register specifying the Invalidation Event interrupt message upper address.

Type Size Offset Default

MMIO 32 bit GFXVTBAR + ACh 00000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default &

Range Access Field Name (ID): Description

Message Upper Address (MUA):

00000000 | Hardware implementations supporting Queued Invalidations and Extended Interrupt
31:0 h Mode are required to implement this register

RW Hardware implementations not supporting Queued Invalidations or Extended
Interrupt Mode may treat this field as RsvdZ.
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3.9.28 Interrupt Remapping Table Address Register
(IRTA_REG_0_0O_O_VTDBAR) — Offset B8h

Register providing the base address of Interrupt remapping table. This register is
treated as RsvdZ by implementations reporting Interrupt Remapping (IR) as not
supported in the Extended Capability register.

Type Size Offset Default

MMIO 64 bit GFXVTBAR + B8h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
RW RW RW
Bit Default &

Range Access Field Name (ID): Description

Interrupt Remapping Table Address (IRTA):
00000000 | This field points to the base of 4KB aligned interrupt remapping table

63:12 | 00000h Hardware ignores and does not implement bits 63:HAW, where HAW is the host
RW address width

Reads of this field returns value that was last programmed to it.

Extended Interrupt Mode Enable (EIME):
This field is used by hardware on Intel64 platforms as follows:

e 0=xAPIC mode is active. Hardware interprets only low 8-bits of Destination-ID

11 Oh field in the IRTEs. The high 24-bits of the Destination-ID field are treated as
RW reserved
e 1= x2APIC mode is active. Hardware interprets all 32-bits of Destination-ID field
in the IRTEs

This field is implemented as RsvdZ on implementations reporting Extended Interrupt
Mode (EIM) field as Clear in Extended Capability register.

Oh
10:4 RO Reserved
S:
3:0 Oh This field specifies the size of the interrupt remapping table. The number of entries in
’ RW the interrupt remapping table is 2(X+1), where X is the value programmed in this
field.

3.9.29 Page Request Queue Head Register
(PQH_REG_0_0_0_VTDBAR) — Offset COh

Register indicating the page request queue head. This register is treated as RsvdZ by
implementations reporting Page Request Support (PRS) as not supported in the
Extended Capability register.
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Type Size Offset Default
MMIO 64 bit GFXVTBAR + COh 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
Oh
63:19 RO Reserved
0000h Page Queue Head (PQH):
18:4 RW Specifies the offset (16-bytes aligned) to the page request queue for the request that
will be processed next by software.
Oh
3:0 RO Reserved

Page Request Queue Tail Register
(PQT_REG_0_0_0O_VTDBAR) — Offset C8h

Register indicating the page request queue tail. This register is treated as RsvdZ by
implementations reporting Page Request Support (PRS) as not supported in the
Extended Capability register.

Type Size Offset Default
MMIO 64 bit GFXVTBAR + C8h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . ) T
Range Access Field Name (ID): Description
Oh
63:19 RO Reserved
0000h Page Queue Tail (PQT):
18:4 RW/V Specifies the offset (16-bytes aligned) to the page request queue for the request that
will be written next by hardware.
Oh
3:0 RO Reserved

Page Request Queue Address Register
(PQA_REG_0_0_0_VTDBAR) — Offset DOh
Register to configure the base address and size of the page request queue. This

register is treated as RsvdZ by implementations reporting Page Request Support (PRS)
as not supported in the Extended Capability register.
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Type Size Offset Default
MMIO 64 bit GFXVTBAR + DOh 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
63:46 RO Reserved
Page Request Queue Base Address (PQA):
00000000 | This field points to the base of 4KB aligned page request queue. Hardware may
45:12 Oh ignore and not implement bits 63:HAW, where HAW is the host address width.
RW Software must configure this register before enabling page requests in any extended-
context-entries.
Oh
11:3 RO Reserved
Page Request Queue Size (PQS):
2:0 Oh This field specifies the size of the page request queue. A value of X in this field
RW indicates an invalidation request queue of (2 X) 4KB pages. The number of entries in

the page request queue is 2~ (X + 8)

3.9.32 Page Request Status Register (PRS_REG_0_0_0_VTDBAR)
— Offset DCh

Register to report pending page request in page request queue. This register is treated
as RsvdZ by implementations reporting Page Request Support (PRS) as not supported
in the Extended Capability register.

Type Size Offset Default
MMIO 32 bit GFXVTBAR + DCh 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . P
Range Access Field Name (ID): Description
Oh
31:1 RO Reserved
Pending Page Request (PPR):
Oh Pending Page Request: Indicates pending page requests to be serviced by software in
0 RW/1C the page request queue. This field is Set by hardware when a streaming page request
entry (page_stream_reg_dsc) or a page group request (page_grp_req_dsc) with Last
Page in Group (LPG) field Set, is added to the page request queue.
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3.9.33 Page Request Event Control Register
(PECTL_REG_O0_0O_O_VTDBAR) — Offset EOh

Register specifying the page request event interrupt control bits. This register is treated
as RsvdZ by implementations reporting Page Request Support (PRS) as not supported
in the Extended Capability register

Type

Size

Offset Default

MMIO

32 bit

GFXVTBAR + EOh 80000000h

Register Level Access:

BIOS Access

SMM Access OS Access

RW

RW RW

Bit
Range

Default &
Access

Field Name (ID): Description

31

1h
RW

Interrupt Mask (IM):
Interrupt Mask

e 0=No masking of interrupt. When a page request event condition is detected,
hardware issues an interrupt message (using the Page Request Event Data and
Page Request Event Address register values)

e 1=This is the value on reset. Software may mask interrupt message generation by
setting this field. Hardware is prohibited from sending the interrupt message when
this field is Set.

30

Oh
RO/V

Interrupt Pending (IP):

Interrupt Pending: Hardware sets the IP field whenever it detects an interrupt
condition. Interrupt condition is defined as:

e A streaming page request entry (page_stream_req_dsc) or a page group request
(page_grp_req_dsc) with Last Page in Group (LPG) field Set, was added to page
request queue, resulting in hardware setting the Pending Page Request (PPR) field
in Page Request Status register

o If the PPR field in the Page Request Event Status register was already Set at the
time of setting this field, it is not treated as a new interrupt condition

The IP field is kept Set by hardware while the interrupt message is held pending. The

interrupt message could be held pending due to interrupt mask (IM field) being Set,

or due to other transient hardware conditions. The IP field is cleared by hardware as
soon as the interrupt message pending condition is serviced. This could be due to
either:

e Hardware issuing the interrupt message due to either change in the transient
hardware condition that caused interrupt message to be held pending or due to
software clearing the IM field

e Software servicing the PPR field in the Page Request Event Status register.

29:0

Oh
RO

Reserved

3.9.34 Page Request Event Data Register
(PEDATA_REG_0_0_O0_VTDBAR) — Offset E4h

Register specifying the Page Request Event interrupt message data. This register is
treated as RsvdZ by implementations reporting Page Request Support (PRS) as not
supported in the Extended Capability register.
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Type Size Offset Default

MMIO 32 bit GFXVTBAR + E4h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW

Bit Default & . . P
Range Access Field Name (ID): Description
31:16 0000h Extended Interrupt Message Data (EIMD):

' RW Extended Interrupt Message Data
0000h Interrupt Message Data (IMD):
15:0 RW Interrupt Message Data: Data value in the interrupt request. Software requirements
for programming this register are described in VTd Spec

3.9.35 Page Request Event Address Register
(PEADDR_REG_0_0_O0_VTDBAR) — Offset E8h

Register specifying the Page Request Event Interrupt message address. This register is
treated as RsvdZ by implementations reporting Page Request Support (PRS) as not
supported in the Extended Capability register.

Type Size Offset Default
MMIO 32 bit GFXVTBAR + E8h 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . I
Range Access Field Name (ID): Description
00000000 | Message Address (MA):
31:2 h Message Address: When fault events are enabled, the contents of this register specify
RW the DWORD-aligned address (bits 31:2) for the interrupt request.
Oh
1:0 RO Reserved

3.9.36 Page Request Event Upper Address Register
(PEUADDR_REG_0_0_O0_VTDBAR) — Offset ECh

Register specifying the Page Request Event interrupt message upper address.
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Type Size Offset Default
MMIO 32 bit GFXVTBAR + ECh 00000000h
Register Level Access:
BIOS Access SMM Access OS Access
RW RW RW
Bit Default & . . —
Range Access Field Name (ID): Description
00000000 | Message Upper Address (MUA):
31:0 h Message Upper Address: This field specifies the upper address (bits.. 63:32) for the
RW page request event interrupt.

MTRR Capability Register (MTRRCAP_0_O0_O_VTDBAR) —

Offset 100h

Register reporting the Memory Type Range Register Capability. This register is treated
as RsvdZ by implementations reporting Memory Type Support (MTS) as not supported
in the Extended Capability register.

When implemented,

value reported in this register must match IA32_MTRRCAP Model

Specific Register (MSR) value reported by the host IA-32 processor(s).

Type Size Offset Default
MMIO 64 bit GFXVTBAR + 100h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . L
Range Access Field Name (ID): Description
Oh
63:11 RO Reserved
Write Combining (WC):
Oh
10 RO e 0 = Write-combining (WC) memory type is not supported.
e 1 = Write-combining (WC) memory type is supported.Indicates whether the Write
Combining memory type is supported.
Oh
9 RO Reserved
Fixed Range MTRRs Supported (FIX):
Oh
8 RO e 0 = No fixed range MTRRs are supported
e 1 = Fixed range MTRRs (MTRR_FIX64K_00000 through MTRR_FIX4K_0F8000) are
supported
7:0 00h Variable MTRR Count (VCNT):
' RO Indicates number of variable range MTRRs are supported.
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3.9.38 MTRR Default Type Register
(MTRRDEFAULT_0_0_O0_VTDBAR) — Offset 108h

Register for enabling/configuring Memory Type Range Registers. This register is treated
as RsvdZ by implementations reporting Memory Type Support (MTS) as not supported
in the Extended Capability register.

Type Size Offset Default
MMIO 64 bit GFXVTBAR + 108h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . B -
Range Access Field Name (ID): Description
Oh
63:12 RO Reserved
MTRR Enable (E):
11 oh e 0 = Disable MTRRs; UC memory type is applied. FE field has no effect.

RO e 1 = Enable MTRRs. FE field can disable the fixed-range MTRRs. Type specified in
the default memory type field is used for areas of memory not already mapped by
either fixed or variable MTRR

Fixed Range MTRR Enable (FE):
e 0 = Disable fixed range MTRRs.
10 Og e 1 = Enable fixed range MTRRs.
R When fixed range MTRRs are enabled, they take priority over the variable range
MTRRs when overlaps in ranges occur. If the fixed-range MTRRs are disabled, the
variable range MTRRs can still be used and can map the range ordinarily covered by
the fixed range MTRRs.
Oh
9:8 RO Reserved
Default Memory Type (MEMTYPE):
7:0 00h Indicates default memory type used for physical memory address ranges that do not
’ RO have a memory type specified for them by an MTRR. Legal values for this field are
0,1,4,5and 6.

3.9.39 Fixed-Range MTRR Format 64K-00000
(MTRR_FIX64K_00000_REG_0_0_O_VTDBAR) — Offset

120h

Fixed Range MTRR covering the 64K memory space from 0x00000 - Ox7FFFF.
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Type Size Offset Default

MMIO 64 bit GFXVTBAR + 120h 0000000000000000n

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . .
Range Access Field Name (ID): Description
00h R7:
63:56 RO Register Field 7
00h R6:
55148 RO Register Field 6
00h R5:
47:40 RO Register Field 5
00h R4:
39:32 RO Register Field 4
00h R3:
31:24 RO Register Field 3
00h R2:
23:16 RO Register Field 2
00h R1:
15:8 RO Register Field 1
5.0 | 00h RO:
' RO Register Field 0

Fixed-Range MTRR Format 16K-80000
(MTRR_FIX16K_80000_REG_O0_0_0_VTDBAR) — Offset
128h

Fixed Range MTRR covering the 16K memory space from 0x80000 - Ox9FFFF.

Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

Fixed-Range MTRR Format 16K-A0000
(MTRR_FIX16K_A0000_REG_0_0_0_VTDBAR) — Offset
130h

Fixed Range MTRR covering the 16K memory space from 0xA0000 - OxBFFFF.

Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

Fixed-Range MTRR Format 4K-C0000
(MTRR_FIX4K_C0000_REG_0_0_O_VTDBAR) — Offset
138h

Fixed Range MTRR covering the 4K memory space 0xC0000 - OxC7FFF.
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Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.9.43 Fixed-Range MTRR Format 4K-C8000
(MTRR_FIX4K_C8000_REG_0_0_O_VTDBAR) — Offset
140h

Fixed Range MTRR covering the 4K memory space from 0xC8000 - OxCFFFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.9.44 Fixed-Range MTRR Format 4K-D0000
(MTRR_FIX4K_DO0000_REG_0_0_0_VTDBAR) — Offset
148h

Fixed Range MTRR covering the 4K memory space from 0xD0000 - OxD7FFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.9.45 Fixed-Range MTRR Format 4K-D8000
(MTRR_FIX4K_DS8000_REG_0_0_O_VTDBAR) — Offset
150h

Fixed Range MTRR covering the 4K memory space from 0xD80000 - OxDFFFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.9.46 Fixed-Range MTRR Format 4K-E0000
(MTRR_FIX4K_EO0000_REG_0_0_0_VTDBAR) — Offset
158h

Fixed Range MTRR covering the 4K memory space from OxEOQ000 - OXE7FFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

3.9.47 Fixed-Range MTRR Format 4K-E8000
(MTRR_FIX4K_E8000_REG_0_0_0_VTDBAR) — Offset
160h

Fixed Range MTRR covering the 4K memory space from 0xE8000 - OXEFFFF.

Note: Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.
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Fixed-Range MTRR Format 4K-F0000
(MTRR_FIX4K_F0000_REG_0_0_O0_VTDBAR) — Offset
168h

Fixed Range MTRR covering the 4K memory space from 0xFO000 - OxF7FFF.

Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

Fixed-Range MTRR Format 4K-F8000
(MTRR_FIX4K_F8000_REG_0_0_O_VTDBAR) — Offset
170h

Fixed Range MTRR covering the 4K memory space from 0xF8000 - OxFFFFF.

Bit definitions are the same as MTRR_FIX64K_00000_REG_0_0_0_VTDBAR, offset
120h.

Variable-Range MTRR Format Physical Base 0
(MTRR_PHYSBASEO_REG_0_0_O0_VTDBAR) — Offset 180h

Variable-Range MTRR BASEOQO

Type Size Offset Default

MMIO 64 bit GFXVTBAR + 180h 0000000000000000h

Register Level Access:

BIOS Access SMM Access OS Access
R R R
Bit Default & . . -
Range Access Field Name (ID): Description
Oh
63:39 RO Reserved
38:12 0000000h | Physical Base (PHYSBASE):
’ RO Base Address for variable memory type range 0
Oh
11:8 RO Reserved
7:0 00h MEMTYPE:
' RO Memory type for variable memory type range 0

Variable-Range MTRR Format Physical Mask 0
(MTRR_PHYSMASKO_REG_0_0_O0_VTDBAR) — Offset 188h

Variable-Range MTRR MASKO
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Type Size Offset Default
MMIO 64 bit GFXVTBAR + 188h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . A
Range Access Field Name (ID): Description
Oh
63:39 RO Reserved
38:12 0000000h | Physical Mask (PHYSMASK):
' RO Address mask for variable memory type range 0
11 Oh VALID:
RO Valid bit for variable range 0 mask
Oh
10:0 RO Reserved

3.9.52 Variable-Range MTRR Format Physical Base 1
(MTRR_PHYSBASE1_REG_0_0_O0_VTDBAR) — Offset 190h

Variable-Range MTRR BASE1

Type Size Offset Default
MMIO 64 bit GFXVTBAR + 190h 0000000000000000h
Register Level Access:
BIOS Access SMM Access OS Access
R R R
Bit Default & . . -
Range Access Field Name (ID): Description
Oh
63:39 RO Reserved
38:12 0000000h | Physical Base (PHYSBASE):
' RO Base Address for variable memory type range 1
Oh
11:8 RO Reserved
7:0 00h MEMTYPE